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1. Introduction
The 3GPP Long Term Evolution systems and its future advances will offer user data rates of the order of several megabits/sec to tens of megabits/sec. At these high data rates, high quality video services to the mobile users can be provided. However, there are a wide range of variations in a wireless mobile environment, such as the channel quality variation, user mobility and user traffic variations impose unique challenges in delivering high rate video stream that can affect the data rates. For example, users located near the base station of a cell can send/receive data at a rate which can be an order of magnitude higher that the users located near the edge of the cell; thus users near the base station can receive higher quality video than the users at the cell edge.  These variations impose unique challenges at various layers of the video service architecture e.g. service model, transport protocols, resource provisioning and allocation, and scheduling. This contribution discusses these issues and describes a service architecture for unicast video services over broadband wireless.
This paper is organized as follows. In Section 2, we describe various video encoding techniques and the problems in providing video services over wireless. In Section 3, we describe a video service model over wireless; in Section 4, the notion of adaptive video services, which is fundamental in a wireless environment, is discussed.  In Section 5, various delivery techniques for the different service types are discussed, particularly the transport layer and scheduling issues. In Section 6, a trace-based simulation methodology is suggested for performance evaluation.
2. Video services over Wireless WAN
Video data is transmitted over the network in compressed form in order to reduce the network bandwidth requirements. The various compression schemes offer different tradeoffs between the video quality and required network bandwidth. The wide variability of the wireless channel of a mobile terminal may result in wide variation in the sustainable data rate and this has severe impact on the suitability of the encoding schemes for wireless terminals. 
2.1. Video Encoding schemes

The quality of the video and the required transmission bandwidth can be controlled by configuring various parameters of the encoding schemes. In the Variable Bit Rate (VBR) schemes, the sizes of the successive frames can vary widely; this type of encoding tries to maintain the quality of the video at the same level over the duration of the video stream. In the Constant Bit Rate (CBR) encoding scheme, the sizes of the successive video frames remains almost constant; however, the quality of the video stream may change over time.

In multi-layer encoding schemes, there is a base layer and a set of enhancement layers. The base-layer provides a basic picture quality, which can be improved by adding the enhancement layers. Various types of multi-layer encoding schemes are possible which will have different properties of bandwidth requirements and video quality rendering.

2.2. Video services in mobile wireless environment

There are many challenges to the delivery of video streams in a wireless environment. Firstly, the mobile terminal devices can vary widely in terms of its display size, memory capacity and processing power. Larger displays require higher quantization levels of the encoding scheme which in turn results in larger video frame sizes. The amount of storage capacity available at the mobile terminal determines the buffering capability for the video rendering and may affect the quality of the stream. The processing power determines the decoding complexity that can be supported and hence determines the encoding schemes suitable for the terminal.
The long-term average data rate of a mobile terminal depends on its location in the cell. In addition, in a multi-user system, the dynamics of the user traffic load will determine the supportable data rate to a mobile, which in turn will determine the data rate and quality of the video streams that can be delivered to it. Also, the instantaneous variation of the user’s channel quality (fast fading) imposes further challenges to maintain a predictable steady data rate to the mobile terminal.
3. Video Service Model

There are three common types of streaming video services which can be considered in a wireless environment. These are: Real-Time Streaming Service, Near-Real Time Streaming Service and Video on Demand service.  These are described in the following.
3.1. Real-Time Streaming Service (RTSV)
This service type is suitable for inter-active video conferencing applications. The primary constraint for this type of service is the guarantees on the end-to-end latency of the video frame transmission. With VBR encoding, providing such guarantees in a wireless environment is difficult, unless the network is very lightly loaded and the mobile terminal is located in a cell position with high geometry. Thus, for this type of service, CBR encoding is preferred. When multi-layer encoding scheme, this service can be provided with a CBR base layer and one or more enhancement layers which may be VBR encoded.
3.2. Near Real-Time Streaming Service (NRTSV)
This service is suitable for non-interactive streaming applications, which can be either live streaming or streaming of archived media. At the beginning, the video frames of the stream are buffered into a pre-roll buffer, or de-jitter buffer. The playout begins after the buffering delay, which is typically several seconds, e.g. 5 sec to 30 sec. The primary guarantee required for this service is that, there is always a video frame available for playout in the per-roll buffer after the playout begins.
This type of service can be provided using CBR encodings. When the pre-roll buffer is large, VBR encoding also can be possibly be used to provide higher video quality.
3.3. Video on Demand (VoD)
This type of service is suitable when the mobile terminal has a large storage to download and save the video stream and playout later. The primary property for this service is that, there is no delay guarantee requirement for the delivery of a video frame. There two types of VoD services possible:
1. Complete download: In this service type, the stream is completely downloaded and stored into the mobile device; it can be played at a later time at the user’s discretion.

2. Concurrent download: In this mode, the mobile device starts playout after downloading a significant fraction of the entire video content; then the playout and download continues concurrently. The benefit of this service is that, for large video content (when the complete download may take a long duration), the user can start viewing the stream without waiting for completion of the download. 
The particular choice of the VoD service may be determined by (aside from the user’s preference) the size of the video and sustainable transfer data-rate.
Since, there is no guarantee requirement on the frame delivery latency, high quality VBR encoded video stream delivery can be used for such services.
4. Rate Adaptive Video Service

In a wide-area wireless network, the sustainable data rate for a mobile terminal depends on its location within the cell; users located near the base station has ‘high geometry’, i.e., they experiences lower path loss as well as lower interferences from base stations of the neighboring cells, compared to the users located at the edge of the cell. Thus, users with high geometry should be able to experience higher quality video stream (which requires higher data rate transmission) than the users with lower geometry. The sustainable data rate can be estimated based on the path loss, interference and the traffic load of the system. 
Ideally, as the mobile moves (e.g. away from the BS or towards the BS), its sustainable data rate may change, and accordingly the quality of the video stream should also change. In addition, as users initiates new application sessions or terminates their session, the available data rates to existing video sessions may change. Such dynamic adaption of the video streams, if allowed, may result in frequent change of the video quality. How to mitigate such impacts of frequent fluctuations of the sustainable data rate on the video quality needs to be investigated. 
For RTSV and NRTSV services, a general scheme would be to select a CBR encoded stream with data rate at most the estimated sustainable data rate. When multi-layer encoding is used for NRTSV services, enhancement layers can also be delivered when sufficient bandwidth is available. When delivering a VBR stream for an NRTSV service, selecting the right encoded stream can be challenging; one approach might be selection based on the average data rate of the encoded stream over the entire duration or the pre-roll buffering duration.
For VoD services also, such rate adaptation is necessary to ensure that the streams are downloaded within a specific time period when such a constraint exists. For the Complete download scheme, the particular encoding of a video content can be selected based on the available duration of download and the sustainable data rate of the mobile terminal. For the Concurrent Download service, it must be ensured that, once the playout begins after the initial download, there will be no interruption in the video stream. The encoding scheme and the initial download duration need to be selected based on the sustainable data rate of the user. 
In order to provide such rate-adaptive video services, the video streams need to be either encoded at multiple quantization/data rate or can be encoded using multi-layer encoding schemes. The encoding scheme selection should be transparent to the user, unlike commonly used approaches where the users selects the data rate of the stream based on its knowledge of the data rate of its communication link. 
5. Video delivery techniques

The suitable delivery mechanism depends on the type of the service. They differ primarily in the transport layer protocol and scheduling mechanism.
5.1. Transport protocol

For RTSV services, a suitable transport layer protocol is RTP over UDP in the IETF protocol suite. This protocol provides synchronization and timing support. Depending on the implementation, source rate adaptation can also be supported based on receiver feedback. For a unidirectional stream, the reverse link overhead is minimal in this protocol. For running applications of various vendors, vendor-specific proprietary protocols may also be used at the transport layer. Reliable transport layer protocol, such as TCP may not be appropriate for RTSV, because of short-term throughput variations when packet loss occur and potentially long round-trip delay incurred by packets requiring retransmission at the transport layer.
For NRTSV service type also, RTP over UDP is suitable transport protocol. Some well-known applications such as Real-Player and Windows Media Player uses proprietary transport protocol and these applications also may need to be supported. Since a large pre-roll buffer is used for this type of services, it is also possible to use the reliable transport protocol TCP.
For VoD service type, FTP over TCP is most suitable, which will deliver the content of the video stream reliably. However, there are significant amount of transport layer protocol traffic for TCP which may consume measurable air-interface resources on the reverse link. Since the streaming media can tolerate a certain amount of video frame losses, an ideal transport layer protocol for download of VoD streams over the wireless link would be one that would not have any significant protocol overhead. This protocol should be able to adjust the data transmission rate from the source based on the condition of the wireless channel. Such protocols need to be investigated.
When multi-layer encoding schemes are used, there are two ways in which the streams can be delivered for RTSV and NRTSV services:

1. Single-flow download: In this scheme, the source transmits the video frames of all layers over a single transport connection (flow) and the BS prioritizes the packets of the different layers according to their importance; the base layer has the highest priority and the enhancement layer packets are transmitted at a lower priority. The transport layer parameters need to be accessible to the BS scheduler to determine the priority of the packets. 
2. Multiple-flow download: In this scheme, there is a transport layer connection (flow) for each layer of the stream. The benefit of this scheme is that, the BS can be configured to handle the packets of the different layers based on the flow parameters, and transport layer attributes of the packets need not be available to the BS.
For VoD services also, the transport layer scheme to be used for multi-layer encoded streams will depend on whether the service type is complete download or concurrent download service. For the complete download service type, the base layer can be downloaded first. After that, only if there is enough time, enhancement layers can be downloaded. For the concurrent download service, the base and enhancement layers can be delivered simultaneously over a single flow so that, the playout can begin after the initial download duration.
5.2. Scheduling techniques

The scheduling schemes to be used for the streaming video services will depend on the type of the service because different types of service guarantees are required for the three different types of video services. Since in wireless environment absolute guarantees are difficult to provide, systems should be designed to provide statistical guarantees only.
For the RTSV service type, the scheduler needs to provide guarantees on delay and loss of video frames and also on the throughput at a very small time scale, which can be of the order of at most a few hundreds of msec. When multi-layer encoding scheme is used, the base layer should be scheduled with the required guarantees; for the enhancement layers, multi-user diversity scheduling can be used and these packets can be scheduled only when the queues of the base layer are empty. In order to ensure good quality inter-active session, the delay budget for the air-interface may need to be determined based on the end-to-end latency. 

For NRTSV services, since a large pre-roll buffer is used at the receiver for playout of the video stream, there is a large delay tolerance for the video frames, which is several seconds or tens of seconds. A throughput guarantee is required over a time-scale of the duration of the pre-roll buffer and a frame loss guarantee is required. The large delay tolerance may allow use of certain modified multi-user diversity scheduling schemes. Similar to the RTSV scheme, enhancement layer can be treated with lower priority and scheduled only when there are no base layer packets in the transmission queue.
For VoD services, a long-term throughput guarantee over the estimated download duration is required. A frame loss guarantee is also required; if a reliable transport layer protocol is not used, then this guarantee can be provided either at the transport layer or by the scheduler. Since no short-term throughput guarantees are required, multi-user diversity scheduling techniques should be used so that system capacity can be optimized.
6. Simulation methodology
The video service architecture and its various components described above need to be evaluated by simulation. For the different service types, the impacts of video encoding scheme selection and dynamic adaptation scheme on the quality of the video stream needs to be evaluated. For the air-interface, the performance of the various scheduling and resource allocation techniques for the different service types needs to be evaluated. 
Due to the wide variability of the video traffic characteristics, it is difficult to generate video traffic using analytical methods. An alternative way is to generate video packet data traffic from packet traces of encoded video streams. The complexity of system-level simulations of air-interfaces needs to be taken into account in designing the simulation experiments.
6.1. Video traffic generation

Simulation of video traffic based on packet traces of encoded video stream has been considered a viable approach for evaluation of various video delivery systems. A video trace contains information about a sequence of video frames, such as the display time of the frame, its size, type and may also contain certain information about the qualities of the video frame [1]. A particular video may be encoded at multiple quantization level (each one corresponding to a different quality) to create multiple traces. When multi-layer encoding is used, a trace file is generated for the base layer and each enhancement layer. For the system level simulation, a large repository of video traces is required, which will ideally contain traces of a single video stream at multiple encodings, or traces of multi-layer encoded streams of a video source so that, the rate adaptation frame work of the wireless video service model can be properly evaluated.  A publicly available source of video traces is [2].
6.2. Performance evaluation

Considering the complexity of system-level simulation of 4G air-interfaces (i.e. requirements of tome and computing resources), certain simplification of the simulation experiments may have to be used. For example, simulating a fully mobile environment with multiple base stations can be too complex. Also, dynamic adaptation of the video quality with user mobility and user session arrival/departure may require long simulations to get relevant performance results. Thus, the commonly used approach of air-interface system-level simulation with a fixed number of users who are static within a cell but have a Doppler component to simulate channel variation due to mobility should be used. In this scenario, user video rate selection can be simulated as described above.
7. Conclusion

In this contribution, a video service architecture over the future broadband air-interface, such as LTE-advanced, has been described. The availability of high data rates to the users over these air-interfaces enables delivery of high quality videos to these users. However, there are a few challenges in delivering video services over these networks, such as the wide range of display devices used by the users, wide variation of the sustainable data rates of the users based on their location relative to the base station, and other dynamics of the wireless environment, such as user mobility. In this contribution, a video service model is described where the quality of the delivered video is adjusted based on various conditions, such the user’s channel quality, traffic load in the system, in a transparent manner. A performance evaluation methodology based on video traces has been proposed to evaluate the service model and the various air-interface scheduling and resource allocation schemes.
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