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1 Introduction
In order to meet the performance requirements set forth for LTE-Advanced [1], a common theme discussed by multiple companies was the addition in the system of new nodes with lower transmit power as compared to the usual “macro” eNodeBs. These new nodes (pico cells, home eNodeBs or femto cells, relays) change the topology of the system to a much more heterogeneous network in which, conventional server selection rules such as geometry or downlink received signal strength may not always be efficient.  Example reasons for such inefficiency include excessive interference caused on the other link because of severe imbalance conditions due to large difference in the transmit powers of different eNodeBs, backhaul limitations of some eNodeBs such as relays, or simply large difference in the loading of different nodes.  Additionally, in some cases, server selection based on the conventional rules may not even be possible since some nodes (e.g. femto cells) may be part of Closed Subscriber Group (CSG) and hence restrict access to some UEs.  Finally, the dominant interference scenarios caused by imbalance conditions or restricted associations as described in [2] may require resource partitioning between different eNodeBs in the network to enable communication between UEs and their serving cells, thus adding additional variations on the available resources of different eNodeBs and reducing the efficiency of the conventional server selection rules.
In this contribution, we discuss several non-traditional server selection metrics and constraints that can improve user and network performance in heterogeneous networks.  We also discuss different mechanisms of making the required information available at the network entity that makes the server selection decision.  These mechanisms include UE measurements, over the air signalling, and backhaul messaging.
2 Discussion
2.1 Alternative Server Selection Metrics and Constraints
The following is a list of the proposed alternative server selection metrics and constraints to be considered, with a brief description of each item and the scenarios under which consideration of the item becomes important for efficient operation of the system.
2.1.1 Path loss

Even though downlink geometry or received power provides an efficient server selection metric in homogenous networks, as explained in [2] it may not be the best metric in many cases in heterogeneous networks.  Consider for example the scenario in which a terminal is at a point between a macro eNodeB and a pico eNodeB, where it is much closer in distance (path loss) to the pico eNodeB, but still receives slightly higher power from the macro eNodeBs.  In the absence of any other users in the network, and from a pure downlink throughput optimization point of view, connecting to the macro eNodeB would be the right decision.  However, this decision is not the best decision for uplink, and results in lower uplink throughput than the case of connecting to the pico eNodeB.  Furthermore, in the presence of other users in the network, connecting to the macro eNodeB can result in excessive interference on both downlink and uplink.  On the uplink, the UE will need to transmit a larger amount of energy per bit of information when it connects to the macro eNodeB, thus causing a higher level of interference to the network.  The interference levels can especially be intolerable at the pico eNodeB to which the UE has a smaller path loss than macro eNodeB. Similarly, on the downlink, to deliver one bit of information to the UE, the macro eNodeB will need to transmit a much larger amount of energy compared to the pico eNodeB.  This in turn will result in a higher level of interference observed by other UEs in the network on the downlink when the UE under consideration connects to the macro eNodeB.
As shown by the simple example above, a server selection algorithm that also takes path loss information into account can result in improvements in both user and network performance in heterogeneous networks.  It should be noted that path loss estimation based on the received power measurements at the UE requires information on the transmit power of the eNodeB.  It should also be noted that association based on path loss between UE and the candidate eNodeB is only one simple approach to reduce the amount of interference caused to the network.  A more sophisticated scheme may consider not only the overall transmit power required to deliver a given data rate, but also the set of UEs which receive interference from that transmitter.  For example, a macro eNodeB with higher path loss may in fact be preferable if there are no UEs (near the coverage region of the macro) that receive interference from this macro eNodeB.
2.1.2 Interference Level
The path loss based metric described above can be very useful in reducing the amount of interference caused to the network in many cases, however, to achieve the best energy efficiency, the current interference levels should also be taken into account.  For example, on the uplink, different eNodeBs may be observing or targeting different levels of interference (or Interference over Thermal ratio, IoT).  In this case, connecting to the eNodeB with the lowest path loss may not be the best decision from an energy efficiency point of view, if that eNodeB is observing or targeting a very high level of interference.  Similarly, on the downlink, connecting to a eNodeB that has a larger path loss but will be serving the UE on a set of resources on which the UE observes a lower level of interference may be more beneficial from an energy efficiency point of view.  Therefore, taking the current levels of interference as part of handoff metric can result in better energy efficiency.  It should be noted, however, that server selection purely based on current interference levels or achievable signal to interference ratios can cause positive feedback (result in nodes with higher interference levels observe even higher interference levels and vice versa), and should be combined with other metrics to balance this effect.
2.1.3 Loading and Resource Availability

The signal and interference conditions are not the only factors in determining the actual achievable data rates.  The achievable rates also depend on the amount of time-frequency resources that the eNodeB can dedicate to serving the UE.  The amount of available resources may be affected by several factors including the following:
1. Resource partitioning for interference coordination: As mentioned above, under dominant interference scenarios, different cells may partition resources among themselves to reduce the amount of interference observed on the resources that they are using and hence improve the performance.  Under these resource partitioning scenarios, the total amount of available resource to a cell is affected by the amount of resources it has agreed to grant to other cells.
2. Cell loading: the number of users served by a cell and the amount of resources required by each user (which itself depends on their access link qualities) determines the total amount of used resources and hence it also determines the amount of available resources.  The fairness enforcement strategies of the eNodeBs also affect the amount of resources assigned to each user and the amount of resources that can be made available to the new user.

3. Resource allocation to the backhaul link by a relay node: Most practical relays are not able to transmit and receive on the same frequency at the same time, and need to partition resources between their access link and backhaul link.  For example, on the downlink frequency of an FDD system, a relay may be using some of its time resources to receive data from its serving cell (backhaul link) and other time resources to transmit data to the UEs it is serving (access link).  The amount of resources dedicated for backhaul link will affect the total amount of resources available for the access link and hence the amount of resource that can be made available for a new UE.

2.1.4 Backhaul Capacity

Another parameter to take into account for server selection is the backhaul capacity.  Connecting to an eNodeB which provides a very good access link performance but has a very limited available backhaul capacity is not very beneficial to the UE, and in such a scenario, UE would be better off connecting to an eNodeB with somewhat worse access link quality but larger available backhaul capacity.  This is especially important for relay nodes whose backhaul capacity is not a fixed known value and depends on their backhaul link quality.  It is also important in the case of home eNodeBs whose backhaul links are usually common Internet connections through ISPs.
2.2 Mechanisms for Providing the Server Selection Information

In the previous section we described several important scenarios under which server selection requires more information than simply the downlink geometry or received power levels.  Among the metrics described above, some can be obtained through measurements at the UE, but many do need additional information to be provided by each eNodeB.  For example, path loss can be computed by dividing the received power level from an eNodeB by the transmit power level of that eNodeB; however, this computation requires the availability of the value of transmit power of the target eNodeB.  Other examples are information on resource availability and loading and available backhaul capacity.  Some of the metrics also require path loss data for multiple eNodeBs that can be obtained from pilot reports of the UE, but may require these pilot reports to be made available at cells other than the serving cell as well.
Below, we describe two mechanisms for providing the server selection information:

1. Backhaul: Different eNodeBs can communicate the information needed for server selection decision among each other through backhaul.

2. Over the air:  eNodeBs can also broadcast or unicast the information over the air and UEs can either use them directly to make autonomous server selection or forward handover, or relay it to their serving cell to facilitate network initiated or backward handover.
The first method (backhaul communication) may have the advantage of reduced over the air signalling overhead; however, it does not address the case of providing this information for initial access decision at the UE.  It also imposes some backhaul overhead which may not be small in the heterogeneous networks where the number of neighbours of an eNodeB can be quite large.  The over the air approach on the other hand has the advantage of unified treatment of initial access and handover scenarios.  It also allows for both forward and backward handovers.  
3 Conclusion
In this contribution, we discussed several non-traditional server selection metrics that can improve user and network performance in heterogeneous networks.  These metrics include path loss, energy and interference efficiency, loading, and backhaul capacity.  We also discussed two different mechanisms for making the required information available at the network entity that makes the server selection decision.  These mechanisms include over the air signalling and backhaul messaging.
Based on the observations in previous sections, we propose that LTE-Advanced should support server selection metrics other than the traditional geometry or received power metric, as well as over the air signalling of the required parameters for such metrics.
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