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1 Introduction

 In [1], the agreements so far on the blind decoding of the Physical Downlink Control Channel (PDCCH) are described.
A PDCCH message can use 1, 2, 4 or 8 Channel Control Elements (CCEs) – referred to as CCE aggregation levels 1, 2, 4 or 8. A search space is a set of aggregated CCEs (with a certain aggregation level) within which a UE performs blind decoding of all PDCCH payloads possible for that aggregation level. Search spaces are defined per aggregation level; a UE thus can have up to four search spaces. For example, the search space of a UE for aggregation level 1 (1-CCE) could consist of the CCEs indexed 3,4,5,6,7,8, while its search space for aggregation level 8 could consist of the two aggregated CCEs  consisting of the CCEs indexed by 1,2,..8 and 9,10,…,16, respectively. In this example, the UE thus performs six blind decodings for 1-CCEs and two blind decodings for 8-CCEs.

In [1], it is suggested that CCEs within a search space are contiguous, and that sets of aggregated CCEs are spaced a fixed number of CCEs apart. 
In the following sections, we analyse the performance of different search space designs for the single-CCE aggregation level in terms of the blocking probability – i.e. the probability that it is impossible to schedule a UE at aggregation level 1 because all the CCEs in its search space are already used. We consider the case where CCE assignments with higher aggregation levels are also present.  We restricted our attention to the UE-specific search spaces [1].
2 Analysis of search space performance at aggregation level 1
The following example considers the possible blocking effect of a PDCCH message with a large aggregation level on PDCCHs with a small aggregation level. 
To illustrate the problem let us assume that eNodeB sends a PDCCH message for a certain UE at aggregation level eight in CCEs 1,2,…,8.  If the search space for aggregation level 1 for another UE consists of the six consecutive CCEs 1,2,3,4,5,6  (or 2,3,..,7,  or 3,…,8), it is impossible to send a message at aggregation level 1 to this UE. That is to say, a PDCCH message sent at aggregation level eight may block transmission of a PDCCH message at aggregation level 1 to certain UEs.  This blocking effect is reduced if search spaces for 1-CCEs are designed in such a way that they contain just a few CCEs in common with all possible 8-CCEs. As 8-CCEs consist of eight contiguous CCEs, it is advantageous that the search spaces for 1-CCEs have as few CCEs as possible aligned with the sets of eight consecutive CCEs. 
In the next section, we compare different search space designs by means of  simulation. In all cases, we assumed that 48 CCEs are available. If a search space is defined in terms of the first CCE used and the aggregation level, for each possible design this leads to 48 different search spaces with 1 CCE aggregation. We assume that one of these 48 search spaces is assigned to each UE at random (Note that the exact choice corresponds to the outcome of the hash function of that UE that we model as being uniformly distributed over the numbers 1,2,..,48). Each search space consists of six CCEs. We consider the following sets of search spaces:
S_1:   all search spaces contiguous – i.e. of the form {i,i+1,i+2,i+3,i+4,i+5} with 0≤ i ≤ 47 where i is the CCE index, and all elements modulo 48.      

S_5:   all search spaces of the form {i,i+5,i+10,i+15,i+20,i+25} with 0≤ i ≤ 47, and all elements modulo 48.      

S_7:  all search spaces of the form {i,i+7,i+14,i+21,i+28,i+35} with 0≤ i ≤ 47, and all elements modulo 48.      

S_d:  all search spaces of the form {i,i+1,i+3,i+7,i+12,i+22} with 0≤ i ≤ 47, and all elements modulo 48. S_d is designed so that all search spaces overlap in just 1 CCE.      

So, for example, the search space of S_5 corresponding to i=25 can be denoted by S_5(i) and consists of the CCEs indexed by 25,30,35,40,45,2 (as 50 modulo 48 equals 2).

In our simulations, we assumed that several CCEs are in use for UEs at aggregation level 2,4 or 8, and see how many of N users with a 1-CCE  can be assigned a CCE from their respective search spaces. As performance measure, we take the “blocking percentage”, the average percentage of these N users to which no CCE can be assigned. We employed several different schedulers to see their influence on the relative ranking of the alternative search spaces. 
The schedulers used are as follows.

· The “greedy” scheduler considers UEs in turn, and assigns them at random to a not-yet-assigned CCE, whenever such a CCE exists. Assignments of CCEs to UEs is never undone.

· The “weighted greedy scheduler” considers CCEs in turn. At any iteration step, a CCE is assigned that is in the search space of as few UEs as possible that have not yet been assigned a CCE; the CCE is assigned to a UE that has not yet been assigned a CCE, has this CCE in its search space, and has the smallest number of not yet assigned CCEs in its search space among all such users.

· The “optimal scheduler” finds the largest possible assignment of channels to UEs by considering all possible assignments (see [2], Sec. 26.3 and Sec. 26.4). 
3 Simulation results
3.1 1-CCEs only

In this section, all N UEs are to be assigned a 1-CCE. Even though no CCEs are allocated at higher aggregation levels, the fact that all CCEs in a search space are contiguous means that there is a likelihood of a high degree of overlap between the search spaces of different UEs. 
The following tables show the percentage of blocked users, for different total numbers of users, N. 
Conditions with a blocking probability greater than 5% are highlighted in red, and those with a blocking probability lower than 1% are highlighted in green.

	N
	36
	40
	44
	46
	48

	S_1
	3.9
	6.1

6.1
	9.0
	10.6
	12.3

	S_5
	3.9
	6.2
	9.0
	10.6
	12.3

	S_7
	3.9
	6.2
	9.1
	10.6
	12.3

	S_d
	2.2
	3.9
	6.4
	7.0
	9.7

9.7


Blocking probability (%) with Greedy scheduler
	N
	36
	40
	44
	46
	48

	S_1
	0.8
	1.9
	4.0
	5.4
	7.2

	S_5
	0.7
	1.7
	3.7
	5.1
	6.9

	S_7
	0.7
	1.7
	3.7
	5.1
	6.9

	S_d
	0
	0
	0.2
	0.6
	1.7


Blocking probability (%) with Weighted greedy scheduler

	N
	36
	40
	44
	46
	48

	S_1
	0.3
	0.9
	2.3
	3.5
	5.1

	S_5
	0.3
	0.9
	2.3
	3.4
	5.0

	S_7
	0.3
	0.9
	2.3
	3.4
	5.0

	S_d
	0
	0
	0
	0.1
	0.6


Blocking probability (%) with Optimal scheduler

3.2 One assignment with 8-CCEs, N UEs with 1-CCE
In this section, we consider the situation that CCEs 1,2,…,8 are in use for an 8-CCE PDCCH message. There are N other UEs, to all of which a 1-CCE is to be transmitted. The tables depict the average percentage of these N UEs to which no CCE can be assigned.
	N
	28
	32
	36
	38
	40

	S_1  
	11.9
	13.8
	16.2
	17.4
	18.9

	S_5
	4.3
	7.0
	10.3
	12.2
	14.1

	S_7
	4.1
	6.8
	10.2
	12.0
	14.0

	S_d
	3.2
	5.4
	8.3
	10.0
	11.9


Blocking probability (%) with Greedy scheduler
	N
	28
	32
	36
	38
	40

	S_1  
	8.8
	9.9
	11.6
	12.7
	13.9

	S_5
	0.8
	2.1
	4.6
	6.4
	8.5

	S_7
	0.9
	2.1
	4.6
	6.4
	8.5

	S_d
	0.1
	0.2
	0.4
	0.8
	2.1


Blocking probability (%) with Weighted greedy scheduler
	N
	28
	32
	36
	38
	40

	S_1     
	8.7
	9.6
	10.9
	11.7
	12.9

	S_5
	0.6
	1.7
	3.7
	5.4
	7.5

	S_7
	0.6
	1.7
	3.6
	5.2
	7.2

	S_d
	0.1
	0.2
	0.3
	0.3
	0.8


Blocking probability (%) with Optimal scheduler

3.3  One assignment with 8-CCEs, one assignment with 4-CCEs, N UEs with 1-CCE

In this section, we consider the following situation: CCEs 1,2,..,8 are in use for an 8-CCE. Furthermore, four consecutive CCEs are in use for a 4-CCE (starting at a random position of the form 4i+1). Finally, there are N other UEs, to all of which a 1-CCE message is to be transmitted.  The tables show the average percentage of these N UEs to which no channel can be assigned.
	N
	24
	28
	32
	34
	36

	S_1     
	14.1
	16.2
	18.7
	20.1
	21.6

	S_5
	4.5
	7.5
	11.1
	13.1
	15.3

	S_7
	4.5
	7.5
	11.1
	13.2
	15.3

	S_d
	3.8
	6.2
	9.3
	11.2
	13.3


Blocking probability (%) with Greedy scheduler
	N
	24
	28
	32
	34
	36

	S_1     
	10.9
	12.3
	14.1
	15.4
	16.7

	S_5
	0.9
	2.4
	5.2
	7.1
	9.4

	S_7
	0.9
	2.4
	5.1
	7.0
	9.3

	S_d
	0.4
	0.5
	0.7
	1.1
	2.2


Blocking probability (%) with Weighted greedy scheduler

	N
	24
	28
	32
	34
	36

	S_1  
	10.8
	12.1
	13.7
	14.9
	16.1

	S_5
	0.9
	2.2
	4.7
	6.6
	8.9

	S_7
	1.0
	2.3
	4.9
	6.7
	8.9

	S_d
	0.4
	0.5
	0.6
	0.8
	1.6


Blocking probability (%) with Optimal scheduler
3.4 
Three assignments with 2-CCEs, N UEs with 1-CCE
In this section, we consider the following situation: Three UEs have a 2-CCE message; the corresponding pairs of CCEs are placed in random positions. Furthermore, there are N other UEs, to all of which a 1-CCE message is to be transmitted. The tables show the average percentage of these N UEs to which no CCE can be assigned.
	N
	30
	34
	38
	40
	42

	S_1      
	5.4
	8.1
	11.1
	12.8
	14.6

	S_5
	4.4
	6.9
	10.2
	12.0
	13.8

	S_7
	4.7
	7.2
	10.4
	12.2
	14.1

	S_d
	2.6
	4.7
	7.4
	9.1
	11.0


Blocking probability (%) with Greedy scheduler
	N
	30
	34
	38
	40
	42

	S_1      
	1.5
	2.9
	5.3
	6.9
	8.8

	S_5
	0.9
	2.1
	4.3
	6.0
	7.9

	S_7
	0.8
	2.1
	4.4
	6.0
	7.9

	S_d
	0
	0
	0.1
	0.4
	1.4


Blocking probability (%) with Weighted greedy scheduler

	N
	30
	34
	38
	40
	42

	S_1    
	1.4
	2.6
	4.6
	6.1
	7.9

	S_5
	0.6
	1.6
	3.5
	4.9
	6.9

	S_7
	0.9
	1.9
	3.9
	5.4
	7.3

	S_d
	0
	0
	0.1
	0.1
	0.5


Blocking probability (%) with Optimal scheduler
4 Conclusions
The results above show that in all cases the presence of contiguous CCE allocations at the higher aggregation levels (2, 4, 8) results in non-negligible blocking probabilities for single CCE messages. 

This is true regardless of the scheduling algorithm employed. 

Moreover, the blocking probability can be reduced very significantly simply by spacing out the CCEs in the aggregation level 1 search space, so that they are not contiguous
Regarding the exact spacing of the CCEs in the aggregation level 1 search space, our results (not all presented here) show that a spacing which is not a multiple of 2 (e.g. 5 or 7) gives a significant reduction in the blocking probability.
However, the best results are obtained by a more random spacing, such as that denoted “S_d”in the analysis above (which was designed so that all search spaces overlap in just 1 CCE). 

Therefore we propose the following:
· A fixed non-contiguous pattern of CCEs be defined in the specifications for the aggregation level 1 search space (while retaining the contiguous property for aggregation levels 2, 4 and 8). 

· An initial proposal for such a pattern is {i,i+4,i+11,i+13,i+14,i+19}, which works well for all total numbers of CCEs greater than about 31. Further checking is required for smaller total numbers of CCEs. 
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