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1. Introduction
In E-UTRA, each RRC-connected UE is assigned a 16-bit Cell-Radio Network Temporary Identifier (C-RNTI), which allows a maximum of about 65000 users to be RRC connected [1]. The UE ID is used to uniquely address control information to specific UEs in the cell. To reduce signaling overhead, it has been decided that the UE ID will not be sent explicitly. Rather, the CRC bits are scrambled (masked) with a mask uniquely associated with the UE ID. Thus, each UE descrambles the received CRC bits with its own mask before doing a CRC check. 

If decoding is error-free, the above method ensures that only the intended UE declares a CRC pass. However, as discussed later in this contribution, there is a high probability that decoding errors in the convolutional code lead to false CRC passes (see also [2-5]). Different methods of reducing the false detection probability are discussed. It appears that the safest method to prevent false detections is to increase the number of CRC bits. Specifically, simulation results indicate that increasing the CRC length to 20 bits ensures that the target false detection probability is safely met. This conclusion is obtained by assuming the maximum number of blind decoding attempts of 19.

This contribution is structured as follows. Section 2 discusses the various PDCCH error events, their impact on system performance and the target error probability. Section 3 describes the simulation assumptions and presents simulation results for different receiver algorithms and CRC lengths. Section 4 discusses methods to extend the UE ID to get a wider CRC mask. Section 5 summarizes the conclusions.
2. PDCCH Decoding Error Events, Effects and Target Error Probabilities
In this section, we describe the PDCCH decoding error events. 
2.1.  False Detection of Downlink Grant
False detection on the downlink scheduling grant occurs when an unscheduled UE incorrectly passes the CRC check. It then attempts to decode the data with erroneous allocation, and consequently

(i)  
transmit an ACK, or more probably, a NAK signal on the uplink. This signal might interfere with a genuine ACK / NAK signal sent by an actually scheduled UE, either in the current or in neighboring cells.

(ii) store meaningless data in the HARQ buffer, probably causing decoding errors in subsequent transmissions actually intended for the UE. 
2.2. False Detection of Uplink Grant
False detection on the uplink grant occurs when an unscheduled UE incorrectly passes the CRC check. It will then transmit data (possibly 0 strings if it has not previously requested for UL grant) in random RB locations with random amount of RBs allocated, causing intra-cell interference with several UEs and erroneous packet detection at the base station. 
2.3. Miss of downlink/uplink grant
A miss event occurs when CRC checks for all candidate control channels (CCH) have failed for a scheduled UE. To maintain system throughput, the probability of miss should be minimized when possible.
2.4. Cause of False Detection
According to the working assumption for PDCCH design [6] and the TSG-RAN Multiplexing and Channel Coding Specification [7], the control signal is to be encoded with tail biting convolutional codes with constraint length 7 and rate 1/3. Link adaptation can be achieved by rate matching of the base code through puncturing and repetition. Four code rates are achievable: 2/3, 1/3, 1/6 and 1/12, corresponding to CCH sizes of 1, 2, 4 and 8 respectively. At the receiver, the UE blindly decodes all possible candidate CCHs, scrambles the CRC section with its own ID, then checks if the CRC test passes for the received data (Figure 1). If the CRC passes, the UE proceeds to use the control information for further processing of the transmitted data. 
A candidate CCH is a section of the control signal with a specific starting location and length that may correspond to valid control channels. In the case where the candidate CCH being examined does correspond to a valid control channel within the signal, decoding error probability limits the rate of false detection. Otherwise this rate is proportional to the CRC length: with 16 CRC bits, the probability that a test passes for any sequence is 2-16 = 1.5e-5. The overall false detection rate then scales up with the total number of blind decodes performed. Some possible approaches to reduce the probability of false detection is to reduce the total number of blind decodes, and to improve upon the BLER of the decoder. It is also desirable that the UE IDs assigned to active users within the cell be as far apart in Hamming distance as possible, for this could improve the decoder’s ability to distinguish between different UEs at higher SNR values where the BLER is lower.
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Figure 1. Control Channel Detection at the Receiver

2.5. Performance Target

The target quality requirements for DL and UL control signaling can be derived from tables listed in [8]. The acceptable probability of miss for the UL and the DL allocation is 1e-2, while the acceptable probability of false detection for each individual UE is 5e-5. The rationale behind the false detection target is described in Appendix A. From [9], the operating point is around 6.5 dB for rate 2/3 encoding, and assuming a TU channel profile.
Table 1. Performance Target
	Target Probability of False detection
	5e-5

	Target Probability of Miss
	1e-2


Given the desired performance, next we take a look at the achievable probability of detection for CCH size 1 at 5MHz. Because of the smaller size and the punctuation involved, rate 2/3 is the limiting case in terms of both decoding BLER and the number of blind decoding attempts involved. We study the case of 5 MHz deployments. Note that the number of blind decodes will increase for larger bandwidths.

From Section 2.4, the false detection probability depends on 

1. The number of blind decodes performed by each UE
2. The CRC length.

Roughly, the probability of false detection increases linearly with the number of blind decodes and decreases exponentially as the CRC length increases. 

To limit the number of blind decodes, the following methods have been discussed previously by various companies.
1. The maximum number of UEs scheduled per subframe can be limited without significantly affecting performance [10-12]. Using this knowledge, it is possible to discard some CCH locations as impossible, and hence avoid blind decoding of these locations.

2. Using higher level signaling to give each UE some apriori knowledge of its control channel size. While this has been proposed in discussions, it is as yet unclear how much overhead this involves. For the limiting case of CCH size being 1, this reduction is at approximately 2 times (see Table B1)

In the next section, we present simulations which use the both the above methods to limit the number of blind decodes. In spite of doing so, we find that a CRC length of 16 is insufficient to meet the target probability of false detection. 
3. Simulation Results

To examine the effects of CRC length, we simulated control channel decoding with parameters listed in Table 2. More details about candidate CCH generation and simulation assumptions regarding the blind decoding can be found in Appendix B. 
Table 2. Link Level Simulation Assumptions
	Parameter
	Assumption

	Bandwidth
	5 MHz

	Channel Model
	TU, 3 Kmph

	Channel Estimation
	Ideal

	Antenna Configuration
	1 at Transmitter, 2 at Receiver

	RS Overhead
	100 sub-carriers

	CCFI size
	16 sub-carriers

	L1/L2 Control Channel Payload
	24 + CRC

(assume DL payload same as UL format A)

	UL/DL CCH ordering
	Longest to shortest (lowest to highest rate)

	Individual CCH Encoding Scheme
	Tail Biting Convolutional Code,

Constraint length = 7, rate = 1/3
generator polynomial [133 171 165]

(puncturing pattern [110100] for rate 2/3)

	 Individual CCH Decoding Scheme
	Replicated VA decoding, 3 iterations [13]

	Max #UEs Scheduled per subframe
	6 for UL and 6 for DL


Figure 2 below gives the control channel detection error probability for the three CRC sizes 16, 18 and 20, when the maximum number of UE scheduled is 12 (6 for DL, 6 for UL), and the UE is unaware of its corresponding CCH size. As seen from Figure 2, only a length-20 CRC meets the false detection target of 5e-5. As explained in Appendix B, the number of blind decodes is between 8 and 40 depending on the PDCCH configuration.
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Figure 2. Control Channel Detection Error Probability, Max# UE =12, CCH size unknown at UE

However, it is possible to reduce the false detection probabilities of the smaller CRC lengths by using (i) prior knowledge of the CCH size, (ii) well-known techniques like the Yamamoto-Itoh (YI)  algorithm [14]. In this case, the maximum number of blind decodes is 19 (see Appendix B for details). Figure 3 gives performance results using these two enhancements to drive down the probability of false detection at the expense of the increased probability of miss detection
. 
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Figure 3. Control Channel Detection Error Probability, Max# UE =12, CCH size known at UE
The following observations can be made from Figure 3:

(i) The tail-biting decoder achieves 1% BLER at around 5.9 dB, in line with the results of [9]. At this SNR, a 20-bit CRC achieves the false detection target of 5e-5 without any advanced method. 
(ii) With a length-16 CRC, the probability of false detection without any advanced decoding is as high as 3e-4. The YI algorithm with an appropriately chosen threshold can reduce the probability of false detection to the same level as a length-20 CRC. However, the cost of doing so is an increased probability of miss (since a valid decoded codeword might be thrown away if its cost differential does not pass the threshold.) Specifically, 3 dB higher SNR is needed to achieve 1% BLER. Note that the results assume a 5-MHz system bandwidth, and that the CCH size is known beforehand at the UE. When either of these assumptions breaks, the false detection probability target becomes even more difficult to attain. In particular, the false detection probability target is typically more difficult to attain with higher system bandwidth due to the increase in the number of blind decodes.
(iii) At CRC length 18, the YI algorithm gives Pfa comparable to that of CRC length 20. This, however, comes at the cost of 1.2 additional dBs to achieve the target Pmiss.  
(iv) The above performance curves have been generated with ideal channel estimates. With estimation error, preliminary simulation results indicated that an additional 0.5 – 1.5 dB (depending on the UE’s speed) is needed to achieve the target Pmiss of 1e-2 at rate 2/3. The probability of false detection is not significantly impacted by channel estimation error.
From the above results, it is clear that the length-16 CRC is unacceptable. Increasing the CRC length to 20 bits ensures that the target false detection probability is safely met along with the target miss detection probability. Despite the increase in overhead due to the 20-bit CRC, it prevents the detrimental impact of higher false detection probability on the overall system performance. Since the size of UL grant is smaller than the DL grant, the relative increase in overhead is higher for the UL grant. However, false detection of a UL grant incurs a greater effect on the overall system performance, which warrants for the extra protection. At the same time, although the system impact is less severe when a DL grant is falsely detected, the relative increase in overhead is smaller. 
Although not shown explicitly here, it can also be verified through simulation that other variants of the Viterbi algorithm do not improve the detection performance much. Possible approaches are list decoding and thresholding the absolute path metric. A list decoding algorithm produces more than one decoded sequence, thus increasing the probability of false detection as the list size increases. Thresholding on the absolute Viterbi metric requires SNR dependent thresholds and severely degrades the probability of miss. 

4. Considerations on UE ID encoding
In this section, we discuss the changes needed to support a longer CRC. For a 16-bit CRC, the mask used to scramble the CRC is equal to the 16-bit C-RNTI. For higher CRC lengths, the mask should be uniquely derived from the 16-bit C-RNTI. Based on the 20-bit CRC derived from CRC-20, two possible schemes to derive the 20-bit mask are: 
1. Cyclically repeating the 16 C-RNTI bits: the lower 4 bits of the C-RNTI are repeated to generate the 20-bit mask.
2. Using a (20, 16) code to derive the 20-bit mask from the 16 C-RNTI bits
While the second method offers a somewhat better distance property, the first method allows a simpler detection mechanism. This is particularly beneficial since it allows a simpler testing whether a control channel candidate is assigned for another UE. An example for the CRC-20 polynomial is x20 + x19 + x6 + x5 + x3 + 1 which was used in H.223. Other candidates are also possible.
5. Conclusion
In this contribution, we studied the probabilities of miss and false detection for the PDCCH. 
· We found that even when higher layer signaling is used to restrict the number of blind decoding attempts, the current assumption of 16-bit CRC yields unacceptable probability of false detection. Studies indicate that a 20-bit CRC ensures that the target false detection probability is safely met along with satisfactory miss detection probability.

· Extension of the 16-bit C-RNTI to 20 bits is needed to generate a 20-bit UE mask. A simple cyclic repetition of the lower 4 bits of C-RNTI is proposed to generate the 20-bit mask to mask the 20-bit CRC.
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Appendix A:  Performance Target Evaluation
Table replicated from [8]

Table A1. DL control Signaling

	Event
	Target quality

	DL Scheduling information miss detection
	 (1e-2)

	UL Scheduling grant miss detection
	 (1e-2)

	NACK to ACK error (for UL-SCH)
	 (1e-4)

	ACK to NACK error (for UL-SCH)
	 (1e-4)


Table A1. UL control Signaling

	Event
	Target quality

	ACK miss detection (for DL-SCH)
	 (1e-2)

	DTX to ACK error (for DL-SCH) 
	 (1e-2)

	NACK to ACK error (for DL-SCH)
	 (1e-4)

	CQI block error rate
	 FFS (1e-2 – 1e-1)


False detection on Downlink Grant:

A target for the overall system level probability of false detection is assumed to be 0.01. For each individual UE, this translates to a probability of false detection at 
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where n is the number of active users within a cell. For 5MHz, assume the expected number of active users is n = 200[15]:
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False detection on Uplink Grant: The probability that conflicts occur on uplink transmission depends on the overall system load. In the worst case, such interference always occurs when a false detection on uplink grant happens. Hence the overall target probability of false detection is 5e-5
Appendix B:  Candidate CCH Generation

As a first step for control channel decoding, the control channel format indicator (CCFI) gives the number of OFDM symbols occupied by the control signal:
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. At 5MHz, each OFDM symbol contains 300 sub-carriers. We focus on the worst case scenario of n=3. Removing the reference signal (RS) and CCFI overhead from the first symbol gives 784 sub-carriers available for control signaling. This is a slight overestimate since resource allocation for ACK/NAK, RACH response and paging scheduling information are not counted for. With 24 information bits, 16 bit CRC, encoding rate 2/3 and QPSK modulation, the maximum number of CCH that can fit within the first n=3 symbols is 26. Assume there are 
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 CCHs. For each value of 
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, possible partitions of the control signal can be generated, taking into account the control signal should also satisfy a minimum length requirement, and it may contain dummy filler CCHs at the end.  Candidate CCHs for blind decoding can then be collected. The following figure gives two simple examples where
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, and the valid CCH size is [1 2 4].
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Figure B1. Candidate CCH generation. 
(left) max #UE = 3, (right) max #UE = 2

The following table gives the number of blind decoding attempts required when the maximum number of UEs scheduled is 12 (6 for DL, 6 for UL), and the valid CCH size is [1 2 4 8]. The middle columns list the number of BD needed for each CCH size. 
Table B1. #BD for CRC length 16

	#CCEs
	CCE aggregation (CCH size)
	Total # BD

	
	1
	2
	4
	8
	

	1-6 (n=1)
	6
	3
	1
	0
	10

	7-16 (n=2)
	16
	8
	4
	2
	30

	17-26 (n=3)
	18
	13
	6
	3
	40


Table B2 # BD for CRC length 18

	#CCEs
	CCE aggregation (CCH size)
	Total # BD

	
	1
	2
	4
	8
	

	1-5 (n=1)
	5
	2
	1
	0
	8

	6-15 (n=2)
	15
	7
	3
	1
	26

	16-24 (n=3)
	18
	12
	6
	3
	39


Table B3 #BD for CRC length 20

	#CCEs
	CCE aggregation (CCH size)
	Total # BD

	
	1
	2
	4
	8
	

	1-5 (n=1)
	5
	2
	1
	0
	8

	6-14 (n=2)
	14
	7
	3
	1
	25

	15-23 (n=3)
	19
	11
	5
	2
	37


The control duration n is randomized using a uniform random variable model. In addition, only 1 PDCCH format is assumed for simplicity.
For the first set of simulation (Figure 2), the number of blind decodes is given in the last column of the above tables. Hence, depending on the value of n, the number of blind decodes is between 8 and 40. For the second set of simulation where the CCE aggregation is known, the maximum number of blind decodes is 19 (corresponding to n=3). 
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� The YI algorithm rejects the ML codeword  if there is another codeword with cost close to the ML codeword. The threshold on the cost difference is a parameter of the YI algorithm. In our simulations, two different thresholds (0.025, 0.035) were tried for CRC length 16, and one threshold of 0.025 was used for CRC length 18.  
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