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1. Summary

The current CRC for control channels defined in 36.212 [1] is 16 bits long, as used in HSPA [2]. Because of the potential for increased number of blind detections in LTE, an increase to up to 20 bits is being considered [3]. Contribution [4] provided an analysis studying the CRC size. As it is quite important to both have an adequate CRC size and keep the overhead on the control channels small, this contribution discusses several ways that the analysis of [4] could be refined.

2. Overview of Analysis
The fundamental problem is to keep the false detection of a DL or UL grant (when no grant is present) to a sufficiently low level, while keeping the miss rate of scheduling grants (when a grant is present) at 0.01 or less [5]. As it is desired to minimize the number of CRC bits, the simulation and analysis should take into account the following:

1. The [16-20] bit CRC should be optimized for the range of bits that will be on the control channels. According to [1]

 REF _Ref165784826 \r \h 
[3] control channels may be in the range of 24 to 72 bits for PDCCH and 23-35 bits for P-BCH – small enough such that a 64 state (vs. 256-state) tailbiting convolutional coding is used. As illustrated in the next section, CRC chosen for much larger packets often have error detection problems with smaller packets.

2. The average number of blind detections should be reduced to a reasonable level using known techniques. For example, the search space for UL and DL may be limited for each UE.
3. The overall system allowable false detection rate as a function of the number of simultaneous active users should be carefully considered.  This includes consideration of DRX.
4. The loss of coding performance due to extra CRC bits should be considered. The convolutional code rate is higher if extra CRC bits are included, leading to inferior convolutional code performance. Additionally, the circular buffer rate matching in 36.212 [1] should be used instead of a fixed puncturing pattern of R=2/3. 

5. Simple algorithms to reduce false detection should be considered. These can include using the channel decoder to perform some additional error detection (at the possible expense of missing some valid control channels). 

6. The CRC size could be a function of the grant type and the system bandwidth.
The analysis of [4] can be refined to include 1, 2, and 3, and additional techniques in 2 and 5. This could in turn lead to a more accurate understanding of how many CRC bits are sufficient. The following sections investigate 1-6 in more detail.
3. Optimization of CRC
Given a message block of k bits, an CRC encoder generates a codeword of length n=k+L, where L is the CRC length. Currently, for a 16-bit CRC, 36.212 [1] uses the same generator polynomial as in 25.212 [2].
· gCRC16(D) = [D16 + D12 + D5 + 1] for a CRC length L = 16.
For a 20-bit CRC polynomial, R1-074136 suggests the following polynomial used in H.223 as a potential choice.
· gCRC20(D) = [D20+ D19+ D6+ D5+ D3+ 1]  
As shown in [6], when the CRC codes are shortened too much (i.e., used at very small block sizes), e.g., n=24, 32, 64, the undetected error probability Pue is higher than the bound 2-16 for certain crossover probability ( in a binary symmetric channel (BSC). 
· In [8], it was shown that the CRC defined by gCRC16 is good and proper only for n≥260. Moreover, gCRC16 has minimum distance dmin =4 for all n≤32767 [7]. Since for LTE, the 16-bit CRC could potentially be used for short lengths, the current choice of CRC-16 in 36.212 is not appropriate. 
Simulations are shown in Figure 1and Figure 2 to check the suitability of the current 16-bit CRC polynomial and the 20-bit CRC polynomial (suggested in [4]) for short block sizes. 


Figure 1
 plots the undetected error probability Pue against the binary symmetric channel (BSC) crossover probability ( for gCRC16(D).  The results show that for the gCRC16(D), Pue increases with decreasing (, reaching a maximum in the range 0.05<(<0.2 depending on codeword size. Thus, at short block sizes, the current CRC-16 polynomial has an undesirable bump that can cause the undetected error probability to be an order of magnitude higher than what is expected from a good 16-bit CRC polynomial.  Similarly, Figure 2 shows that the 20-bit CRC code from H.223 also has undesirable bump in the undetected error probability. 
This study proves that the CRC polynomial for the control channel needs to be carefully optimized for the desired code lengths. Next, better CRC polynomials of length-16, 18 and 20 bits are shown. 
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Figure 1. Undetected error probability Pue of the current CRC-16 polynomial as a function of the crossover probability of a binary symmetric channel. 
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Figure 2. Undetected error probability Pue of the CRC-20 polynomial (suggested in [4]) as a function of the crossover probability of a binary symmetric channel. 

Better CRC polynomials
Table 1 lists some possible CRC polynomials that are suitable for the small block sizes expected for the control channels. The undetected error probabilities for these polynomials are shown in Figure 3, Figure 4, and Figure 5. As the figures show, the undetected error probability Pue decreases monotonically with decreasing crossover probability (. Thus, the proposed polynomials show the consistent performance expected for good CRC polynomials. The 16-bit CRC polynomial is adopted form the IEC TC57. This polynomial is good and proper for n<80, and it has dmin ≥ 6 for n<80.
Table 1. Better CRC polynomials.

	CRC length
	CRC polynomial
	Undetected error probability ((=0.5)

	16 bits
	G(D) = D16 + D14 + D12+ D11 + D9 + D8+ D7 + D4 + D+ 1
	2-16=1.5×105

	18 bits
	G(D) = D18 + D17 + D15+ D9 + D7 + D6+ D5 + D4 + D3+ 1
	2-18=3.8×106

	20 bits
	G(D) = D20+ D18+ D17+ D14+ D12+ D10+ D8+ D7+ D2+1
	2-20=9.5×107
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Figure 3. Undetected error probability Pue of the CRC-16 polynomial from Table 1 as a function of the crossover probability of a binary symmetric channel. 
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Figure 4. Undetected error probability Pue of the CRC-18 polynomial from Table 1 as a function of the crossover probability of a binary symmetric channel.
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Figure 5. Undetected error probability Pue of CRC-20 polynomial from Table 1 as a function of the crossover probability of a binary symmetric channel.
4. Blind Detection Reduction

The average number of blind detections should be reduced to a reasonable level using known techniques. These techniques include:

· UL and DL search spaces that do not completely overlap (reduces maximum BD)

· UE specific search space region (reduces maximum BD, required to keep > 5 MHz blind detections at a similar level as 5 MHz blind detections)

· The UE can assume that the EPRE for a L1/L2 control channel RE’s are the same. Two CCEs with significantly different received energy levels are unlikely to belong to the same control channel. (reduces average BD).[R1-074040]
· CQI can be used to help the UE know roughly its number of CCE (reduces maximum or average BD).

· The ‘fourth state’ of PCFICH can be used to communicate additional information, such as maximum number of UEs to be scheduled, if there is a 8 CCE control channel, no DL assignments present, etc. (most likely reduces maximum BD)

The search space issue is discussed more in [9]. In general, it can be expected that in a 5MHz deployment a UE will need a maximum of 10 blind decodes for the downlink scheduling assignment (formats B,C,D) search space and 10 blind decodes for a uplink scheduling grant (format A) search space.  In fact the maximum number of blind decodes is invariant to carrier bandwidth given that at most 8 CCEs are allocated per search space and a UE is only assigned to blindly decode two (split) search spaces per subframe.
5. Overall system false detection rate

The overall system allowable false detection rate as a function of the number of simultaneous active users should be carefully considered. 25.913 states that we should be able to handle 200 users in the active state LTE_ACTIVE (5 MHz), and 400 users for higher spectrum allocation. However, many of these users will be in DRX in order to preserve battery life and keep the total amount of PUCCH resources (e.g., CQI and PMI information) at a reasonable level. Typically, more than 50% of UE are in DRX, though assuming 50% we would have 100 UE’s for 5 MHz, and a corresponding individual allowed false rate of approximately 1e-4. This allows twice the number of blind detections as computed in [4]. For greater than 5MHz, more non-DRX users need to be considered.
Other overall reductions may also be possible by considering the locations of the active non-DRX UE’s in the cell. If a UE can correctly FEC decode another user’s CCH (such as when that UE is close and the other user is far away) then the CRC coloring should keep it from false detecting. For the reverse case (UE is far away and sees very little power on a close in user’s CCH) or for the case when the CCE(s) are not in use, an energy test (versus expected or minimum energy level) could rule out some candidates prior to decoding. 

Note: The requirements for DL assignments and UL grants are assumed to be similar. Although UE’s could only look for an UL grant if it has previously sent a nonzero buffer status or has sent in an explicit scheduling request, there are other cases when a UE could get a grant at any time (e.g., trigger based CQI reporting where the eNB initiates a request for CQI information via a scheduling grant, or TCP ACKs for DL traffic for the exact subframe for the grant if not persistently assigned. 
6. Baseline coding performance and false rate 
The impact of changing CRC length on the overall convolutional coding performance should be considered. For example, assume one CCE with 36 REs is used for a payload of 36 bits. If a 16-bit CRC is attached, then the effective input block length of the convolutional encoder is 48 bits, and the code rate is 2/3. If a 20-bit CRC is used instead, then the corresponding block size is 52 bits, and the code rate is 0.722. The SNR difference between the two cases at BLER of 1% is around 0.1 dB with the 16-bit CRC doing better than 20-bit CRC. [R1-072670] and [R1-073034]. 
7. Techniques for Reducing False Detection
There are a number of ways of ways in which the false detection rate of the CRC can be improved, for example, using the Yamamoto-Itoh algorithm as mentioned in [4]. These methods can include using the channel decoder to perform some additional error detection (at the expense of missing some valid control channels) and considering correlations or expected values of control channel fields both within an assignment and between assignments. 
For expected values of control fields, any invalid or inconsistent field can be used to detect an error. For example, if a false detection yields a HARQ channel number that should not have been repeated yet, an error can be detected. With an 8-channel SAW HARQ and full subframe utilization, there is only a 1/8 chance the HARQ number is appropriate. Other possible values could include unexpected TB sizes on retransmissions.

8. CRC size dependency on grant type and system bandwidth

Currently one 16 bit CRC is defined in 36.212 for all grant types and all bandwidths. Even if a UE specific search space region is used to keep > 5 MHz blind detections at a similar level as the 5 MHz blind detections (above), the number of simultaneous active non-DRX users will increase with bandwidth, leading to the potential need for a larger CRC. Since the resource allocation fields also grow with system bandwidth, it is not unreasonable to have another bandwidth-dependent field in the grants.
In addition, the different grants themselves may have different search regions or numbers of blind detections. For scheduling assignment/grants for format D (PCH/RACH/DBCH), one or few BDs are required for each type, and the minimum CRC size is likely sufficient independent of bandwidth. In addition, the impact on the CRC size for format A (which could be interpreted as one of several grant types) should be further investigated.
An example of a possible bandwidth dependent CRC size is given in the Table 2 below. Another possibility is to have the CRC size for the PDCCH formats B, C, and D be fixed at 16-bits and only the uplink scheduling grants (format A) use the range of CRC sizes (16, 18, 20) based on system BW to maintain the probability of uplink collision below an acceptable level.

Table 2 – CRC size vs System BW Range

	System Bandwidth Range
	CRC Size
	#Simultaneous UEs performing Blind Decoding
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9. Conclusion

We propose that for the 5MHz bandwidth mode and PDCCH formats [A], B, C, and D that a 16-bit CRC is sufficient to reduce the false detection (FD) rate to acceptable levels given:

· a CRC polynomial with similar properties to the one proposed here is specified

· implementation of one or more of the various FD mitigation techniques by UE manufacturers

· accounting for reduction in simultaneous users due to DRX as driven by the need for efficient PUCCH management and maximizing UE battery life.
For larger system bandwidths then a larger CRC size may be warranted to account for the larger number of simultaneous active UEs attempting PDCCH blind decoding. 
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