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1. Introduction
Channel interleaving for the shared TrCH is one of the outstanding issues in the LTE TrCH processing chain. We discuss the cross-code block interleaving aspects in the companion contribution [1]. In this contribution, we focus on gains achievable by more localized processing termed here ‘frequency interleaving’ i.e. processing over a single OFDM symbol or over a single code block, especially in a multi-code block scenario. Specifically, we focus on the following interleaving strategies:
1. No interleaving. Rate matched data are sequentially QAM modulated and mapped onto RBs.

2. Code block based interlacing of systematic and parity bits.

3. OFDM symbol based interleaving (frequency interleaving).
Based on our findings, we propose adopting code block interlacing for the LTE shared TrCH processing chain.

2. Description of The Interleaving Options
The following subsections contain the description of various interleaving options. It should be noted that the explanation is intuitive and is not intended to prescribe a good implementation strategy.
2.1. No Interleaving

This is the default and simplest ‘do nothing’ option. Following code-block based rate matching, code blocks are serially concatenated, modulation mapped and subjected to further L1 processing, as illustrated schematically in the following figure. Recall that partial interleaving of the systematic and parity bits has already taken place in the rate matcher for each code block. A disadvantage of this approach is that the individual S and P fields do not, in general, span the full diversity offered by the channel.
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Figure 1  Illustration of the ‘no interleaving’ option.
2.2. Code Block Based Interlacing

Following rate matching, the surviving systematic and parity bits are interlaced. This can be efficiently achieved as part of the code block based rate matching process (contrary to the illustration below), without requiring any extra storage. The advantage of this approach is increasing the time-frequency diversity span of both the S and P fields within each code block. For higher order modulation, the interlace can also be used to achieve bit prority mapping, i.e. the mapping of systematic bits onto more reliable constellation points. On the other hand, code block interlacing introduces a small processing overhead compared to no interleaving. Code block based interlacing is applicable to both the UL and DL.
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Figure 2  Illustration of code block based interlacing.
2.3. OFDM Symbol Based Interleaving

The OFDM symbol based interleaving randomizes the order in which data are mapped onto the frequency domain. It ensures that bits transmitted in a given OFDM symbol exploit the frequency diversity offered by the channel. This technique is useful to the DL, but not the UL where frequency diversity is anyhow exploited through DFT spreading. OFDM symbol based interleaving introduces a small processing overhead compared to no interleaving. Additionally, it requires the knowledge of the number of modulation symbols per OFDM symbol which are available for the shared channel. This will vary on the OFDM symbol basis due the the presence/absence of reference symbols; a variation may also take place in the case of distributed resource mapping.
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Figure 3  Illustration of OFDM symbol based interleaving.
3. Detailed Description of Code Block Based Interlacing
The interlacing operation is conceptually illustrated in figure 4. After rate matching, the code block is rearranged into an M-row by K column structure, where M is the number of bits per modulation symbol and K is the number of modulation symbols onto which this code block will be mapped. The systematic bits are written rowwise into the structure, starting from top-left. After that, the remainder of the structure is filled rowwise with parity bits. The bits are read out columnwise from the interlacing structure, starting from top-left. Assuming that the remaining processing chain preserves the MSB/LSB ordering, this operation has the additional benefit of bit priority mapping for higher order modulation.
The simpler ’lazy’ interlace, advocated in this contribution, is shown in figure 4a. In general, the systematic bits will not take up an integer number of rows of the M-row structure, leading to somewhat imperfect interlacing. The more complex rigorous interlacing of figure 4b is better in this respect, however requires additional computations and therefore is not advocated here.
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Figure 4  Illustration of S/P interlacing for QPSK: (a) ‘lazy’ interlacing; (b) rigorous interlacing.
It should be stressed that the above description and illustrations are purely an aid for conveying the modus operandi of the interlacer. In reality, interlacing can be implemented as part of the code-block based rate matching, and does not require any additional storage. This is achieved by reading bits out of the (conceptual) circular buffer, and writing them directly into the rate matched output buffer, as illustrated in figure 6: the systematic bits are written into output addresses 0, M, 2M, 3M etc. which correspond to the 1st row of the conceptual interlacer. Upon exhausting the 1st row, the writing continues into the 2nd row, i.e. into addresses 1, M+1, 2M+1, 3M+1, then the 3rd row etc. The parity bits are also read out of the circular buffer in the natural order, but unlike the systematic bits they are written in reverse order, starting from the end of the conceptual interlacer, i.e. into addresses KM-1, (K-1)M-1, (K-2)M-1 etc. which correspond to the last row of the conceptual interlacer. Upon exhausting the last row, the writing continues into the last-but-one row, i.e. into addresses KM-2, (K-1)M-2, (K-2)M-2, then the last-but-two row etc.
Why is it necessary to write the parity bits in reverse order? The reason is that advance knowledge of the number of surviving systematic (alternatively parity) bits is necessary to efficiently write in the natural order. However, obtaining such knowledge is not trivial due to the following aspects of the shared TrCH processing chain:

· Pre-padding to the next QPP I/L size as well as the ensuing depadding operation.

· The presence of dummy bits together with intercolumn permutation in circular buffer rate matching.

· The possibility of circular buffer wrap around for low coding rates, and the resulting presence of multiple copies of S (or P) fields in the rate matched result. Note that the copies may be of different lengths in general.

By writing the parity bits in reverse order, there is no need to pre-calculate the size of the surviving S field, as the output bits are written into non-conflicting memory locations until input bits are exhausted.
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Figure 5  ‘Do nothing’: bits are written to the rate matched output buffer in the natural order.
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Figure 6  Interlace and bit priority mapping is achieved by changing the output write addressing.

The interlacing algorithm is given by the following pseudocode:

bps




// number of bits per QAM symbol

NData




// code block size after rate matching in bits

OutBuf



// memory buffer sized NData, storing the rate matched code block

SysLoc = 0



// write address for the next systematic bit

ParLoc = NData-1
// write address for the next parity bit

bi = 0




// counts bits written to OutBuf
while bi < NData


TxBit = ReadNextBitFromVirtualCB
// read the next bit from CB


while isdummy(TxBit)



TxBit = ReadNextBitFromVirtualCB

end while


if issys(TxBit)

// systematic bit


OutBuf[SysLoc] = TxBit



SysLoc = SysLoc + bps



if SysLoc >= NData


// interlacer row is full; jump down to the next one




SysLoc = SysLoc – (NData-1)



end if


else




// parity bit


OutBuf[ParLoc] = TxBit



ParLoc = ParLoc – bps



if ParLoc < 0




// interlacer row is full; jump up to the next one




ParLoc = ParLoc + (NData-1)



end if


end if


bi = bi+1

end while

In the pseudocode, we do not detail how bits are read from the virtual CB as this has already been addressed in other contributions [2]. It is possible to determine whether the next transmitted bit is systematic or parity by its index or column index into the virtual CB.
4. Simulation Results

4.1. Simulation Assumptions

Table 1  Simulation assumptions.
	Parameter
	Value

	MCS
	16QAM, cr = 5/8

	rate matching 
	circular buffer [R1-072604]

	RV sequence
	0, 4, 2, 6

	#HARQ processes
	6

	max number of HARQ attempts
	4

	interleaving
	1. No interleaving. Rate matched data is sequentially QAM modulated and mapped onto RBs.

2. Code block based interlacing of systematic and parity bits.

3. OFDM symbol based interleaving (frequency interleaving).

	resource block size
	144 QAM symbols in both DL and UL

	antenna configuration (TX x RX)
	DL: 1x1, UL: 1x2

	payload 1
	TBS+CRC = 5760 bit

4 code blocks (actual peak rate ~24 Mbps)

	physical resource 1
	16 RBs (2.88 MHz), consecutive localized allocation

	physical resource 1a
	16 RBs equivalent, allocated as contiguous 576 subcarriers on OFDM symbols 1, 2, 5, 6. Thus, one code block is mapped onto exactly one OFDM symbol.

	channel state information
	perfect

	frame structure
	type 1, normal CP

	channel impulse response
	6 ray typical urban

	sampling rate
	15.36 MHz


In order to reduce simulation effort, the code block segmentation rule was modified such that the maximum code block size is equal to 1440 bits.

4.2. Simulation Results
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Figure 7  DL simulation results with 4 CBs. Maximum throughput ~24 Mbps (5.76 Mbps simulated). 16QAM, cr=5/8, payload 1, physical resource 1.
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Figure 8  DL simulation results with 4 CBs. Maximum throughput ~24 Mbps (5.76 Mbps simulated). 16QAM, cr=5/8, payload 1, physical resource 1a.
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Figure 9  DL simulation results with 4 CBs. Maximum throughput ~24 Mbps (5.76 Mbps simulated). 16QAM, cr=5/8, payload 1, physical resource 1.
As can be observed, the gains of the interleaving strategies over the default ‘do nothing’ approach are small.
· In figure 7 (16QAM, cr=5/8, physical resource 1), it can be seen that OFDM symbol based interleaving and ‘do nothing’ are essentially identical; perhaps the former gains ~0.1 dB over the latter. S/P interlacing offers a 0.2 dB gain, and combining S/P interlacing with OFDM symbol interleaving gives a 0.3 dB gain over the default approach.
· In figure 8 (16QAM, cr=5/8, physical resource 1a), S/P interlace leads to the best performance, approximately 0.2 dB better than baseline. OFDM symbol I/L as well as S/P interlace + OFDM symbol I/L are poorer than S/P interlace alone, presumably due to multiple interleaving operations combining destructively.
· From figure 9 (16QAM, cr=5/8), the S/P interlace gain in the static channel can be observed of ~0.25 dB, this time owing to bit priority mapping (BPM). It should be noted that BPM is part of the HSDPA processing chain; thus, including it in the LTE will guarantee comparable performance of the two technologies under good propagation conditions, such as LOS.
5. Proposal

Based on the above discussion and results, we conclude that S/P bit interlacing is the superior interleaving strategy for the shared TrCH processing chain, with the following advantages:
· It is a code block based operation that can be implemented as part of circular buffer rate matching, keeping the pipelining opportunities available.

· In addition to an interleaving gain, it offers a BPM gain for higher order modulation that cannot be realized with other proposed interleaving strategies.

· The BPM gains can be realized in both the UL and DL.
Therefore, we propose to include S/P bit interlacing as part of the LTE shared TrCH processing chain.
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