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1 Introduction

In 3GPP EUTRA downlink, the control signalling is transmitted on a maximum number of NCCE control channel elements (CCEs). The control data for a given UE are sent on a control channel (CCH), which may be built from several contiguous CCEs. Puncturing and repetition of a same mother code are used to cope with different propagation conditions [1]. In case of lower code rates achieved through repetition, the same signals are transmitted on several CCEs. 

The control data for a given UE is identified thanks to the UE Identity, which masks the CRC bits before encoding by the convolutional code [2]. Thus, the UE has to decode the received signal on each candidate CCH (possible subset of CCEs) to check if the information data contained in the candidate CCH is dedicated to the UE or not. In order to maximize the detection probability, the UE must perform an exhaustive search among all candidate CCHs until the CRC is correct. Therefore, the maximum complexity of the exhaustive algorithm is equivalent to the complexity of NCCH Viterbi decoding algorithms, where NCCH is the size of the set of candidate CCHs.

The average complexity is related to power consumption and the maximum complexity to hardware complexity. However, if only a small fraction of active UEs are scheduled in each subframe, all non-scheduled UEs will decode all candidate CCHs before concluding that there is not any control information for them. Thus, the average complexity of any blind detection algorithm will be driven by its maximum complexity.

We propose to scramble each CCE by a UE and CCE specific scrambling code. It allows an appropriate ordering of candidate CCHs to be decoded, which brings 

· a reduction of the average complexity of the exhaustive algorithm,

· a reduction of the maximum complexity by using a non-exhaustive algorithm with negligible performance degradation.

2 UE and CCE specific scrambling codes

In order to reduce the blind detection complexity (both average and maximum numbers of operations), we use a set of UE and CCE specific scrambling codes. The scrambling code to be used to scramble a given CCE is determined from the CCE index and the UE Identity of the UE which the data is intended for. Figure 1 depicts an example with 4 scheduled UEs. The PDCCH is transmitted on NCCE = 6 CCEs. CCHs containing the control signalling of UE #2 and UE #3 are comprised of 2 CCEs with a repetition factor equal to 2. The coded and modulated control signalling Xi for UE #i located on CCE #k is scrambled by a scrambling sequence Si,k to produce the signal Yk to be transmitted on CCE #k. The grey boxes show which scrambling code is used for every CCE and every UE.
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Figure 1: Coded control signalling Xi for UE #i transmitted on CCE #k scrambled by scrambling sequence Si,k - NCCE=6, 4 scheduled UEs.
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Figure 2: Coded control signalling descrambled by UE #3 with scrambling sequences S3,k - NCCE=6, 4 scheduled UEs.

As depicted in Figure 2 for UE #3, each UE #j, descrambles the received signal on each CCE #k with its corresponding scrambling sequence Sj,k. If the control signalling of UE #j is transmitted on a CCH with repetition factor higher than 1, the descrambled signals on the different CCEs of the CCH will be highly correlated. However, if the control signalling of another UE is located on a CCH with repetition factor higher than 1, the descrambled signals on the different CCEs of the CCH will not be highly correlated. As a result, only repetitions related to a CCH intended for UE #j will remain after descrambling. Descrambled signals on CCEs for UE #j are not highly correlated with descrambled signals for other UEs either. In Figure 2, Z1, Z2, Z3, X3 and Z6 have a low correlation.

Using a pre-processing algorithm, we are able to perform the exhaustive algorithm in an efficient way. The pre-processing algorithm sorts the candidate CCHs comprising several CCEs by decreasing metric. The metric for a candidate CCH is based on the correlation of descrambled signals received on the different CCEs of the candidate CCH. Thus, the exhaustive blind detection algorithm tests the sorted candidate CCHs, finds the CCH intended for UE #j very soon and then stops, which results in a decrease of average complexity. Testing a candidate CCH corresponds to decoding, demodulating and computing CRC. The pre-processing complexity is much lower than the complexity of the test of one candidate CCH.

Furthermore, we show that the number of tests can be drastically reduced with negligible miss detection probability increase. As already stated, the limitation of the maximum number of tests is particularly useful for non-scheduled active UEs. 

These proposed UE and CCE specific scrambling codes enable different options allowing:

· more flexibility in building CCHs from CCEs (higher NCCH for a given NCCE),

· differentiation of DL and UL grants if they use exactly same MCSs, through two different scrambling sequences per UE Identity,

· differentiation of grants for different UL subframes sent in the same DL subframe, through different scrambling sequences per UE Identity in TDD.

3 Simulation results

We compare the performance and complexity of the exhaustive search in absence of UE and CCE specific scrambling with the performance and complexity of a non-exhaustive search on candidate CCHs sorted by pre-processing in presence of UE and CCE specific scrambling. The exhaustive search on candidate CCHs sorted by pre-processing in presence of UE and CCE specific scrambling allows average complexity reduction but does not reduce maximum complexity. Thus, we focus on non-exhaustive search. Indeed, the maximum complexity is also reduced and is more relevant than average complexity in cells with more active UEs than scheduled UEs.

The following parameters are used for simulations in sections 3.1, 3.2 and 3.3:

· 5 MHz channel

· 32-bit information word

· 16-bit CRC

· QPSK modulation

· CCEs distributed on the whole bandwidth

· 6-path TU channel

· One transmit antenna, two receive antennas

· Channel estimation

· Candidate CCHs are built from contiguous CCEs (see Fig. 3)
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Figure 3: The 11 candidate CCHs for NCCE=5.

The exhaustive search tests all candidate CCHs without any pre-processing to sort them, until the CRC is correct. The non-exhaustive search tests the candidate CCHs of the sorted list obtained by pre-processing until the CRC is correct or a given maximum number of tests is reached. The latter number sets the maximum complexity of the non-exhaustive search. In appendix A, we describe the pre-processing algorithm we used to sort candidate CCHs. It computes metrics representing the correlation among signals of the different CCEs of each candidate CCH and sorts the associated candidate CCHs by decreasing order of metrics. 

3.1 Rates 1/3, 1/6, 1/9, 1/12, 1/24

The following parameters are used for simulations in this section:

· 144 coded bits per CCE

· NCCE = 9 CCEs

· Mother code: K=7 Rate=1/3 convolutional code with tail-biting

· Aggregation factors: 

· 1 CCE: Rate 1/3 (no repetition)

· 2 CCEs: Rate 1/6 (repetition factor 2)

· 3 CCEs: Rate 1/9 (repetition factor 3)

· 4 CCEs: Rate 1/12 (repetition factor 4)

· 8 CCEs: Rate 1/24 (repetition factor 8)

We observe in Table 1 the maximum number of tests with exhaustive search and with non-exhaustive search on a sorted list. The maximum number of tests in the non-exhaustive search is set in order to guarantee a performance loss compared to the exhaustive search which is negligible for a miss detection probability equal to 10-2 (see appendix B). For the 5MHz channel, an exhaustive search would require 32 tests (i.e., Viterbi decoding) instead of 15 for the non-exhaustive algorithm with sorted list for NCCE = 9.

Table 2 presents the ratio between the average complexity of the non-exhaustive search over the exhaustive search without sorted list depending on the number of CCEs in the CCH allocated to a given UE. The maximum number of tests is the same as for Table 1. We observe a strong complexity reduction for CCHs comprising more than one CCEs. However, the consumption reduction averaged over all CCH sizes will strongly depend on the percentage of non-scheduled active UEs per sub-frame.

	NCCE
	Max exhaustive
	Max sorted non-exhaustive
	Ratio

	9
	32
	15
	46%


Table 1 :Ratio between maximum complexity of non-exhaustive and exhaustive search.
	
	Average complexity ratio

	NCCE
	No CCH
	CCH with one CCE
	CCH with 2 CCEs
	CCH with 3 CCEs
	CCH with 4 CCEs
	CCH with 8 CCEs

	9
	46%
	100%
	25%
	20%
	16%
	11%


Table 2 : Ratio between average complexity of non-exhaustive and exhaustive search depending on the number of CCEs in the CCH to be detected.

Simulation results confirm that, with UE and CCE specific scrambling:

· for all UEs, the hardware complexity is reduced,

· for scheduled UEs, with control information without repetition, the power consumption is not reduced,

· for scheduled UEs, with control information mapped on a CCH using repetition on several CCEs, the power consumption is reduced,

· for non scheduled active UEs, the power consumption is reduced.

3.2 Rates 2/3 (punctured), 1/3, 1/6, 1/12

The following parameters are used for simulations in this section:

· 72 coded bits per CCE

· NCCE = 18 CCEs

· Mother code: K=7 Rate=1/3 (133,145,175) convolutional code with tail-biting

· Aggregation factors: 

· 1 CCE: Rate 2/3 (no repetition, puncturing)

· 2 CCEs: Rate 1/3 (no repetition)

· 4 CCEs: Rate 1/6 (repetition factor 2)

· 8 CCEs: Rate 1/12 (repetition factor 4)

From Table 3 REF _Ref165347488 \h 
, we observe that an exhaustive search would require a maximum of 61 tests instead of 45 for the non-exhaustive algorithm with sorted list. We consider NCCE = 18 and negligible performance degradation for a miss detection probability equal to 10-2 (see appendix B). From Table 4 REF _Ref165347496 \h 
, we observe a strong average complexity reduction when the CCH to be detected comprises 8 CCEs.

	NCCE
	Max exhaustive
	Max sorted non-exhaustive
	Ratio

	18
	61
	45
	74%


Table 3 : Ratio between maximum complexity of non-exhaustive and exhaustive search.
	
	Average complexity ratio

	NCCE
	No CCH
	CCH with one CCE
	CCH with 2 CCEs
	CCH with 4 CCEs
	CCH with 8 CCEs

	18
	74%
	100%
	100%
	66%
	37%


Table 4 : Ratio between average complexity of non-exhaustive and exhaustive search depending on the number of CCEs in the CCH to be detected.
3.3 Rates 2/3 (non punctured), 1/3, 2/9, 1/6, 1/12

The following parameters are used for simulations in this section:

· 72 coded bits per CCE

· NCCE = 18 CCEs

· Mother code: K=4 Rate=2/3 (236,155,337) convolutional code with tail-biting

· Aggregation factors: 

· 1 CCE: Rate 2/3 (no repetition, no puncturing)

· 2 CCEs: Rate 1/3 (repetition factor 2)

· 3 CCEs: Rate 2/9 (repetition factor 3)

· 4 CCEs: Rate 1/6 (repetition factor 4)

· 8 CCEs: Rate 1/12 (repetition factor 8)

From Table 5 we observe that an exhaustive search would require a maximum of 77 tests instead of 20 for the non-exhaustive algorithm with sorted list. We consider NCCE = 18 and negligible performance degradation for a miss detection probability equal to 10-2 (see appendix B). From Table 6 we observe a strong average complexity reduction when the CCH to be detected comprises more than one CCE.

	NCCE
	Max exhaustive
	Max sorted non-exhaustive
	Ratio

	18
	77
	20
	26%


Table 5 : Ratio between maximum complexity of non-exhaustive and exhaustive search.

	
	Average complexity ratio

	NCCE
	No CCH
	CCH with one CCE
	CCH with 2 CCEs
	CCH with 3 CCEs
	CCH with 4 CCEs
	CCH with 8 CCEs

	18
	26%
	100%
	16%
	9%
	6%
	4%


Table 6 : Ratio between average complexity of non-exhaustive and exhaustive search depending on the number of CCEs in the CCH to be detected.
4 Summary

We propose to perform UE and CCE specific scrambling for downlink control signalling in order to enable:

· lower hardware complexity of the control signalling blind detection,

· lower power consumption for control signalling blind detection.

In addition, UE and CCE specific scrambling could allow:

· more flexibility in building CCHs from CCEs,

· differentiation of DL and UL grants if they use exactly same MCSs,

· differentiation of grants for different UL subframes in the same DL subframe in TDD.
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Appendix A: Pre-processing algorithm sorting candidate CCHs

A given UE #j needs to determine the position and repetition factor of its control data Xj if any. The CCEs associated to UE #j are assumed contiguous. Each CCE is comprised of T REs. The proposed pre-processing algorithm proceeds to the following computation steps:

· Normalised MRC of the signals on the two receive antennas

Equalisation: Multiply each RE by the complex conjugate of the channel coefficient. The equivalent real positive channel coefficient of the RE #t of the CCE #i is denoted t,i.
· Loop on all candidate CCHs comprising several CCEs

· Select a candidate CCH: p is the position of the first CCE of the selected candidate CCH, m is the number of CCEs in the selected candidate CCH (1<m(NCCE and 0(p(NCCE-m)
· If m is even, 

· Accumulation on the first part of the candidate CCH: Term-to-term summation of the m/2 vectors of length T corresponding to the m/2 first CCEs of the selected candidate CCH

· Accumulation on the second part of the candidate CCH Term-to-term summation of the m/2 vectors of length T corresponding to the m/2 last CCEs of the selected candidate CCH

· If m is odd, 

· Accumulation on the first part of the candidate CCH: Term-to-term summation of the (m-1)/2 vectors of length T corresponding to the (m-1)/2 first CCEs of the selected candidate CCH

· Accumulation on the second part of the candidate CCH Term-to-term summation of the (m+1)/2 vectors of length T corresponding to the (m+1)/2 last CCEs of the selected candidate CCH

· Correlation of the two parts: Compute C(p,m) equal to the correlation of the two vectors of length T resulting from the accumulation on each part

· Compute the normalisation factor (p,m):
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in order to make the noise level constant for any C(p,m) / (p,m). The steps of accumulation, correlation and normalisation are depicted in Figure 4.

Compute the average received power Pav from the observations on all REs of all CCEs
· Sort all C(p,m) / (p,m) metrics by decreasing order.

If the maximum valueis higher than 0.25(Pav (repetition detected), put candidate CCHs corresponding to sorted metrics in the beginning of the list and then the NCCE candidate CCHs corresponding to individual CCEs.

If the maximum value is lower than 0.25(Pav (repetition not detected), put the NCCE candidate CCHs corresponding individual CCEs in the beginning of the list and then candidate CCHs corresponding to sorted metrics.
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Figure 4: Accumulation, correlation and normalisation steps of the metric computation.

6 Appendix B: Detection performance

6.1 Scenario of section 3.1

Figure 5 shows that the non-exhaustive search using pre-processing to sort candidate CCHs before test does not result in any miss detection increase higher than 0.1 dB compared to the exhaustive search. By further decreasing the maximum number of tests from 15 down to 10, we only observe a degradation lower than 0.3 dB.
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Figure 5: Miss detection probability for the non-exhaustive search with sorted list depending on the maximum complexity – CCE configuration of section 3.1, NCCE=9.

6.2 Scenario of section 3.2
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Figure 6: Miss detection probability for the non-exhaustive search with sorted list depending on the maximum complexity – CCE configuration of section 3.2, NCCE=18.

Figure 6 presents the miss detection probability of the non-exhaustive search using pre-processing to sort candidate CCHs versus the SNR for different sizes of the CCH to be detected and different values of the maximum number of tests. It shows that the non-exhaustive search using pre-processing to sort candidate CCHs before test does not result in any miss detection increase higher than 0.1 dB compared to the exhaustive search. By further decreasing the maximum number of tests from 45 down to 40, we only observe a degradation lower than 0.4 dB.

6.3 Scenario of section 3.3

Figure 7 shows that the non-exhaustive search using pre-processing to sort candidate CCHs before test does not result in any miss detection increase higher than 0.1 dB compared to the exhaustive search.
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Figure 7: Miss detection probability for the non-exhaustive search with sorted list depending on the maximum complexity – CCE configuration of section 3.3, NCCE=18.
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