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1. Introduction
System level simulations indicate that E-UTRA with two Node-B antennas offers 2-3x gains in average throughput over Rel ‘6 WCDMA deployments (see, e.g. [1]). A significant portion of these gains come from frequency domain scheduling (FDS) of UEs and AMC to maximize the sector and user throughput. To enable FDS, it is essential for each UE to accurately feed back the channel quality indicator (CQI) for the entire system bandwidth with sufficiently fine frequency granularity. An example of CQI is the signal-to-interference plus noise ratio (SINR), which is assumed in this contribution. At the same time, it is extremely important to keep the UL feedback overhead for CQI feedback to a minimum. Consequently, techniques that efficiently compress the CQI information are of particular significance.
In this document, we compare some CQI feedback mechanisms in terms of their throughput and feedback overhead. We focus on the single-antenna transmission. The extension for MIMO is discussed in the companion contribution [5]. 
2. CQI Feedback Methods
The UE uses the common reference signals (RS) in each sub-frame to estimate the DL channel. It also estimates the noise variance and uses it to compute the SINR on each cluster of adjacent frequency sub-carriers. The CQI in each cluster reflects the SINR on a dB scale. Each cluster is assumed to consist of an integer number of 180 kHz RBs. The cluster size, or the number of RBs per cluster, is configured by the Node B for each UE, using higher layer signaling.  We now outline several CQI compression schemes. As an example, we assume a 5-MHz system bandwidth for illustrative purposes.
Best-M Individual 
With FDS at the Node B, each UE is likely to get scheduled in RBs where it has high CQI. Based on this observation, it was proposed in [2] to feed back the CQI on its best M clusters, along with an indication of which clusters are the best. The other CQIs are averaged out and fed back. With 25 CQIs to feed back, the total number of feedback bits (assuming 5 bits per CQI) = 
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 bits to feed back the best M CQIs, 5 bits to feed back the average of the other CQIs, and 
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 bits to indicate the location of the best M CQIs. The best-M individual scheme offers an efficient compression when the system utilizes high-performance schedulers such as proportional fair. However, the basic form of best-M individual may need some significant modification to enable CQI feedback for the entire system bandwidth.
2.1. Threshold-based 

For the threshold-based scheme [3], a maximum difference threshold is set. The CQIs with the difference to the maximum CQI is less than the threshold are separated out. The mean of these CQIs is fed back to the Node B. In addition, a one-bit indicator is sent to indicate which of the CQIs cross the threshold. The number of feedback bits is 25 + 5 = 30 bits.
Base & Delta 

This scheme uses the fact that the individual CQIs are densely concentrated around the mean CQI. Suppose there are N clusters. For each cluster, feedback the difference i = Si − S0 between the cluster CQI and the quantized baseline CQI. The delta CQI has a lower dynamic range, and can be fed back with lower precision than the baseline CQI. It was demonstrated in [4] that a 3-level quantization of delta CQI suffices to reduce quantization losses. The total number of feedback bits is 
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 is the quantization level for delta CQI. 
CQI Feedback By Hierarchical Granularity Refinement (HGR)
The basic idea is to successively refine the frequency granularity [4]. We start with the simplest case of two clusters. In base + delta CQI feedback, first S0 = (S1 + S2) / 2 is computed. Then, 1 = S1 − S0 and 2  = S2 − S0 are computed. However, note that there is redundancy in this feedback because 1 = −2. Thus, it is sufficient to feed back only S0 and 1. The example of 12 clusters is shown in Figure 1. For convenience, the CQI of cluster i is labeled by the cluster index itself. In stage 0, the base CQI that is given by the mean of all cluster CQIs is computed. In subsequent stages, the mean CQI is computed over smaller and smaller sub-bands by simply adding a delta to the mean CQI over the larger sub-band. In Figure 1, for every branching out, it is sufficient to feed back one delta term. 


[image: image6]
Figure 1. Hierarchical CQI Feedback Structure for Twelve Clusters
With 25 CQIs to feed back, the total number of feedback bits is 
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2.5. Hadamard-Based
The Hadamard-based approach uses the fact that adjacent CQIs are highly correlated. When CQIs are highly correlated, quantizing the difference between adjacent CQIs can reduce the number of quantization levels. Assume that we have 4 CQIs (S1, S2, S3, S4) in total. The encoded CQIs are given by
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Assuming that two adjacent CQIs are correlated, the dynamic range of
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 is smaller. Therefore, we can quantize 
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 by 5 bits and 
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 by less bits than 5 bits. The CQI reconstruction can be done as follows:
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With a matrix-vector notation,
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The transform matrix is a Hadamard matrix. It is generally known that 
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 Hadamard matrix exists whenever 
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 is a multiple of 4. If the number of CQI is a multiple of 4, we multiply the CQIs by Hadamard matrix and quantize one average CQI vector by 5 bits and the remaining encoded CQI vector by less bits than 5 bits. 
If the number of CQIs is not a multiple of 4, the following modification can be used. First, we obtain the remainder of the number of CQIs divided by 4 (P=mod(N,4)). Among N CQIs, we choose the best P entries and quantize these entries by 5 bits. The number of remaining CQIs is a multiple of 4. Then we generate a Hadamard matrix and encode the remaining CQIs by the Hadamard matrix. Then one of the encoded CQIs is an average of the remaining CQIs and this is quantized by 5 bits. The delta CQIs are quantized by less bits. For 25 CQIs to feed back, the total number of bits is 
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. For 12 CQIs to feed back, the total number of feedback bits is 
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The Hadamard-based scheme allows an efficient construction (at the UE) and reconstruction (at the Node B) using the well-known fast Hadamard transform,
3. System-level Simulation Results
In this section, we present system level simulation results to evaluate the CQI feedback mechanisms of Section 2. The algorithms are evaluated by simulations of a 5 MHz system bandwidth with 180 kHz clusters (25 CQIs). Further evaluation is needed when larger cluster size is used. Full buffer traffic model and proportional fair scheduler are assumed.
Other simulation assumptions are listed in Table A-1 in the Appendix. Simulation results are presented for two channel profiles: Pedestrian-A with low frequency selectivity, and TU with high frequency selectivity for the speed 3kmph, 15kmph, and 30kmph, respectively. 
Five CQI compression schemes are evaluated: 
1. Best M individual 
2. Threshold-based 
3. Base & delta
4. Hierarchical granularity refinement (HGR)
5. Hadamard-based 
For 5-MHz system bandwidth, the overhead of the five schemes are tabulated in Table 1 and 2.
TABLE 1: Feedback Required For Schemes Under Consideration

	CQI Compression Scheme
	# bits required to feed back 25 CQIs

	Best M individual 
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 bits:  M=1 requires 15 bits

	Threshold-based, threshold parameter: 5 dB [3]
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	HGR
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	Hadamard-based
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TABLE 2: Parameters for simulation
	CQI Compression Scheme
	Parameters 

	Best M individual CQI feedback
	M=4,6,8,10

	Threshold CQI feedback
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	Base & Delta
	Q= 3,5,7,9

	HGR
	Q= 3,5,7,9 

	Hadamard
	Q= 2,3,5,7,9


Figures 2 to 5 depict the sector and 5% throughputs of the above schemes in the Pedestrian A and TU6 channels. The results are plotted against the total number of CQI bits. Observe that:
· Overall, the Hadamard-based and best-M individual schemes perform very well for different number of CQI bits.

· In terms of the average sector throughput, the best-M individual and Hadamard-based schemes perform better at 3-kmph. The base-delta scheme performs better at higher UE speeds (15 and 30-kmph). In terms of 5% user throughput, the best-M individual and Hadamard-based schemes perform better overall with best-M performing slightly better.
· The threshold-based scheme also performs reasonably well with a fixed number of CQI bits.
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FIGURE 2: Sector Throughput and 5 % Throughput For Ped-A Channel
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FIGURE 3: Sector Throughput and 5 % Throughput For TU Channel (3kmph)
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FIGURE 4: Sector Throughput and 5 % Throughput For TU Channel (15kmph)
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FIGURE 5: Sector Throughput and 5 % Throughput For TU Channel (30kmph)

4. Other System Aspects

As shown above, the Hadamard-based and best-M individual schemes perform very well with best-M individual performing slightly better in some scenarios. This is expected since the PF scheduler ensures the RB assignment in accordance to the best RBs identified by the UE. Other than the throughput performance with PF scheduler, several other factors need to be considered:
· Scheduling flexibility at the Node B: Other than the fact that the Node B may use different types of schedulers (including round robin), the Node B may perform CQI averaging across different RBs. In addition, the Node B may also assign sub-optimal RBs to the UEs due to several practical reasons. In that case, it is important for the Node B to be able to access the CQI for the entire system bandwidth. As pointed out earlier, the best-M individual scheme requires some modification to accommodate this feature. Similarly, the threshold-based scheme does not offer such flexibility. On the other hand, the other schemes (Hadamard-based, base-delta, HGR) provide the CQI for the entire system bandwidth. 
· The Hadamard-based, base-delta, and HGR schemes are multi-level schemes which are composed of the base (mean) CQI and the refinement. In the scenario where the Node B does not trust the CQI feedback from the UE, the Node B may choose to utilize only the mean CQI or coarse CQI granularity. In this case, such schemes are quite instrumental. In addition, the Node B can configure the CQI resolution for different UEs by tuning the key parameters such as the cluster size, the number of levels, etc. Hence, such schemes offer high flexibility.
· The Hadamard-based scheme allows a low-complexity CQI generation and reconstruction using the Fast Hadamard Transform. 
5. Conclusions
In this contribution, various CQI feedback schemes are compared in terms of performance and flexibility. It is demonstrated that the Hadamard-based and best-M individual schemes are equally competitive in terms of performance with best-M individual performing slightly better. The Hadamard-based scheme, however, offer some higher flexibility to the Node B which is tasked to configure the CQI feedback resolution. While there are some other CQI feedback schemes (such as the best-M variants) that are not evaluated in this contribution, the partial evaluation in this contribution demonstrates that the Hadamard-based scheme is competitive in terms of performance and flexibility in addition to its simplicity. 
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Appendix I

Table A-1 gives the system level simulation assumptions.
TABLE A-1: System Level Simulation Assumptions

	PARAMETER
	VALUES

	UE Speed
	3kmph, 15kmph, 30kmph

	Channel profile
	Ped-A (3 kmph), TU (3, 15, 30 kmph)

	Number of sectors per cell
	3 sectors, with either two or four 120-degree antennas per sector

	Number of UEs per cell
	15 UEs

	UE Speed
	3 kmph

	Traffic Model
	Full-buffer

	Scheduler
	Proportional Fair

	Number of Node-B antennas
	1

	Number of UE antennas
	2

	System Bandwidth
	5 MHz

	Resource Block Bandwidth
	180 kHz 

	Modulation Schemes
	QPSK r = 1/5, 1/4, 1/3, 2/5, ½, 3/5, 2/3, ¾ 

16QAM r = 2/5, 9/20, ½, 11/20, 3/5, 2/3, ¾, 4/5, 5/6 

64QAM r = 3/5, 5/8, 2/3, 17/24, ¾, 4/5, 5/6   

	TTI duration
	1.0 ms (14 OFDM symbols)

	CQI feedback delay
	4 TTIs

	CQI Feedback Error
	Modeled from link level simulation

	HARQ Feedback Delay
	8 TTIs. Error-free ACK/NACK assumed

	Max Number of HARQ Retransmissions
	3

	Scheduling Details
	MCS fixed across the scheduling bandwidth, which is 25 RBs.
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