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1. Introduction
In RAN1#49, it was agreed that a set of frequency-domain ZC (FDZC) sequences will be chosen for P-SCH. In addition, the primary SYNC sequence (PSC) occupies the center 64 sub-carriers including DC. Hence, the PSC only occupies 63 sub-carriers. Note that the FDZC design is inherently flat in the frequency domain.

In this contribution, the 3 PSCs are selected based on the following criteria:
1. Robustness against frequency offset

2. Good correlation properties (auto and cross): with partitioning of 1 and 2
3. Potential complexity reduction

Two different ZC lengths are considered: N=63 and 64. DC puncturing is always performed. 
2. FDZC P-SCH Construction
For N=63, there are 36 available candidates (with M and 63 co-prime) with the following mapping from sequence index n to sub-carrier index k. Here, k=-32, -31,…, 30, 31 indicating the center 64 sub-carriers with DC at k=0:
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(1)
Hence, the sequence occupies only 62 sub-carriers excluding the DC and the leftmost sub-carrier within the center 64 sub-carriers.
For N=64, there are 32 available candidates (with M and 64 co-prime – M odd) with the following mapping from sequence index n to sub-carrier index k:
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(2)
To select the set of FDZC sequences, we follow the following steps in down selection procedure. 
2.1. Sensitivity due to frequency offset
For ZC-based design, the frequency offset sensitivity – which comes from the chirp-like property – needs to be taken into account. That is, a delay shift generates a frequency-offset-like effect. Consequently, it is impossible to distinguish a timing offset from a frequency offset. That is, a large enough frequency offset is mistaken as a timing error (manifested in terms of a peak shift in the auto-correlation profile). Conversely, a timing error/offset can be mistaken as a frequency offset. 
For initial cell search, the initial frequency offset depends on the type of crystal that is used for the UE. More economical crystals (e.g. DCXO) result in very high initial offset (±10-20ppm). A lower offset such as ±5ppm is possible with more expensive crystals such as VCTCXO. Assuming the more expensive crystals, it is important that the P-SCH is designed to operate well with ±5ppm frequency offset.
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Figure 1. Frequency offset sensitivity of ZC sequences
Figure 1 depicts the frequency offset sensitivity of FDZC with N=63 and 64. The y-axis indicates the minimum frequency offset which is mistaken as a timing offset (shift in the peak of the auto-correlation profiles). The results for 1-part and 2-part correlations are given. The results indicate that at least 3 ZC sequences can be chosen to avoid performance degradation for frequency offset of ±5ppm when 2-part correlation is used. Note that the worst root sequence corresponds to M=1 (and hence M=N-1). Based on the results in Figure 1, we only consider the candidates with frequency offset sensitivity better than 5ppm for the next down selection.
2.2. Auto-correlation profile
The second down selection step is to remove the candidates with inferior auto-correlation profiles. The squared aperiodic (auto- and cross-)correlation function is defined as follows (based on the length-128 time-domain replica), assuming unit-energy per sample:
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(4)
Notice that the above correlation function assumes no partitioning and full correlation with the sequence. In addition to the above auto-correlation, we also consider 2-part correlation function as well as sign correlation. That is, the received signal is correlated with the quantized version of the PSCs where the quantized replicas take value from {+1, -1, +j, -j}. This results in the same complexity as that of binary-based sequences.
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Figure 2. FD ZC correlation profiles with 1- and 2-part correlation 
Figure 2 depicts the auto-correlation properties of the candidates. The mean and max sidelobes are computed in the auto-correlation profiles. Since all the candidates have approximately the same mean sidelobe, max sidelobe is used for further down selection.  
2.3. Cross-correlation profile
After the down selection process based on the auto-correlation properties, the 3 PSCs are selected for each of the 4 constructions outlined in the beginning of Section 2. 
The selection is performed by minimizing the cross-correlation among the 3 PSCs. Again, both 1-part and 2-part correlations as well as full and sign correlations are considered. 
For N=63, we select 3 root ZC sequences {M1, M2, M3} to construct the PSC triplet where M3=N-M2. For the third PSC, the resulting time-domain waveform is a complex conjugate of the second PSC [4]. This allows ~33% complexity reduction compared to the first construction. This is because the correlation between the received signal and the third PSC can be obtained from the correlation with the second PSC. 
This final optimization procedure results in the combinations given in Table 1. The cubic metrics are also given for comparison.
Table 1: FDZC construction
	Design
	N
	Constraint
	Root sequences
	Cubic metric (dB)

	1
	63
	M3 = N – M2
	[41  23  40]
	1.86, 1.70, 1.70

	2
	64
	Free choice of M1, M2, M3
	[23  27  29]
	2.61, 1.97, 1.69


Note that design 1 results in the lowest computational complexity as well as the lowest average cubic metric. While the above combinations are optimal given the procedure mentioned above, other combinations can also be obtained if different optimization procedure is used.
3. Performance Comparison
In this section, we compare the correlation profiles and the cell ID detection performance.
3.1. Correlation profiles
The correlation profiles for the 3 designs (Table 1) are given in Figure 3. Observe that design 3 (N=64) results in slightly worse correlation profiles compared to design 1 and 2 (N=63). In general, all the candidates have good correlation profiles.
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Figure 3. Correlation profiles for N=63 design
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Figure 4. Correlation profiles for N=64 design
3.2. Cell ID detection
The simulation assumptions are given in Appendix 1. The results are depicted in Figures 5-6. Observe that:
· Design 2 (N=64) achieves somewhat better performance than design 1 (N=63 symmetric) with 5ppm frequency offset. Note that detection error rate below 10% typically has little effect on the cell search time.
· With 0.1-ppm offset, all designs perform approximately the same.   
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Figure 5. Cell ID detection with 5ppm frequency offset: full and sign correlator
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Figure 6. Cell ID detection with 0.1ppm frequency offset: full and sign correlator

4. Conclusions
In this contribution, we study the choice of 3 PSCs based on the frequency-domain ZC design. We found that the FDZC design based on N=63 is preferred to N=64 in terms of performance and complexity. The third sequence is chosen such that the resulting time-domain signal is the complex conjugate of one of the other two sequences. This results in significant complexity saving while attaining good performance. 
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Appendix A: Simulation Assumptions

The simulation assumptions are given in Table A1 below. 

	Parameter
	Assumption

	Bandwidth
	1.25 MHz

	Carrier frequency
	2 GHz

	Channel Model
	Typical Urban 3 kmph

	CP size
	Short

	No. TX and RX antennas
	1 TXA, 2 RXAs, uncorrelated

	Frequency offset 
	±0.1 and ±5 ppm (maximum):  frequency offset is modeled as a uniform random variable. 

	Timing detection algorithm
	±0.1-ppm: 1-part replica-based

±5-ppm: 2-part replica-based

	Frequency offset estimation
	±0.1-ppm: off

±5-ppm: 2-part replica-based [2, 3]

	Number of P-SCH symbols for averaging
	1 (within 5-ms) and 2 (within 10-ms)

	S-SCH scheme
	Interleaved Hadamard design, 680 hypotheses


Table A1: Link Level Simulation Assumptions
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