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1 Introduction
This is a resubmitted paper based on the contribution of Kobe meeting.

Multi-user multiple-input and multiple-output (MU-MIMO) on up-link (UL) has been adopted for UL data transmission in E-UTRA. It has been justified that MU-MIMO can dramatically gain the overall performance in terms of cell throughput and cell-edge user throughput over 1x2 single user baseline [1]. So far, most companies implemented the MU-MIMO with MMSE receiver, extremely limiting the potential MU-MIMO gain. In this contribution, we are introducing an MMSE plus successive interference cancellation (SIC) receiver with a suitable user pair method and MCS margin control mechanism, which may promisingly further improve the MU-MIMO gain.
2 MU-MIMO User Pairing
In MU-MIMO implementation, the user pairing is one of most important parts, giving a substantial influence in system performance. Here, we categorize two types of user pairing mechanisms for MU-MIMO: one is MMSE receiver related user paring [2]

 REF _Ref165275540 \n \h 
[3], and the other is SIC receiver related user pairing. In the former, the user pairing may rely on either random user pairing scheduling or orthogonal user pairing scheduling, and in the latter, the user paring may rely on setting different margins on different MU-MIMO layers, which is able to fully fit SIC receiver property nicely.
2.1 MMSE Receiver Based User Pairing

The purpose of MU-MIMO scheduling is to select the paired active UEs among all the UEs. The MMSE related MU-MIMO scheduling may be considered two categories: one is the random user pairing scheduling (RPS), and the other is the orthogonal user pairing scheduling (OPS).

2.1.1 Random User Pairing Scheduling

For random user pairing scheduling, the first active user is scheduled based on either round-robin or proportional fairness fashion, and then the second user is randomly selected, which is different from first one. This type of scheduling is simple and does not require sounding channel.

2.1.2 Orthogonal User Pairing Scheduling
Orthogonal user pairing scheduling can be implemented based upon different criteria. There exists two methods; one is based on orthogonal formula (OF) and the other on determinant formula (DF).

We assume that the 
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 is the complex SM channel for tone n. We further define that channel matrix for 2x2 MIMO configuration as:
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where the superscript H denotes conjugate and transpose.

The orthogonal formula for 2x2 MIMO configuration is represented as
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where 
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 is the trace of A.

The determinant formula for 2x2 MIMO configuration is represented as
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where 
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The average of
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 over N tones denoted for the n-th tone and the user pair (user 
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where N is the number of tones over all resource blocks which are assigned for active paired users 
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The orthogonal user scheduling may select two active users, relying on either round-robin or proportional fairness fashion.

Round-Robin Basis
Round-robin based orthogonal scheduling (RROS) selects the first active user 
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 based on round-robin scheduling, and then select the second user 
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Proportional Fairness Basis

Proportional fairness based orthogonal scheduling (PFOS) is performed according to following two stages every TTI.

The first stage is to find the most orthogonal user pairs. This operation guarantees the orthogonality for each paired users.

· Calculate 
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· Sort 
[image: image20.wmf]2

1

k

k

D

 for all the users 
[image: image21.wmf]1

k

 (
[image: image22.wmf]K

k

L

,

2

,

1

1

=

) in ascending order and form a new vector with K elements, given by


[image: image23.wmf][

]

K

k

k

k

G

G

G

1

1

1

2

1

L



where 
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It should be noted that each
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 is used for each user pair corresponding to user index 
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· Select the L pairs from the largest
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· This operation is repeated from 
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. This results in LK user pairs for next proportional fairness scheduling operation.

The second stage is to assign active user pair for V-MIMO transmission from LK user pairs provided by the first stage.

· Based on feedback CIR, each selected user pair determines the MCSs corresponding to the transmission rate, say 
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· Calculates the ratio 
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 for each user pair, defined by
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where 
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 is the average throughput for the k-th user updated every TTI.

· Select the maximum 
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2.2 SIC Receiver Based User Pairing
In MU-MIMO transmission scenario, multi-user layers in general are not balanced, especially when employing the inter-cell power control technique
. In such a case, the stronger layer gives a deadly interference to the weaker layer, severely depredating the system performance. This is a natural MU-MIMO behavior, and sometimes could course MU-MIMO system performance even worse than 1x2 single user baseline. Such degradation cannot be avoided by MMSE receiver, even the user balance factor is taken into account by user pairing scheduler. 
MMSE+SIC receiver we are introducing here takes the following procedures:

· Using MMSE receiver to detect two MU-MIMO layers.

· If both layers are succeeded or not succeeded for data transmission, no further SIC process is needed.

· If one layer is succeeded and the other is not succeeded, the receiver cancels the succeeded layer and detects the other layer once again.

By doing this way, as long as one layer is successfully detected, the remained layer suddenly experiences much low interference, easily to be correctly decoded. However, the performance depends strongly upon the probability that one of the layers is successfully detected. If the probability is quite low, indeed, it is not able to fully utilize the SIC property. 
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Figure 1: MMSE+SIC receiver.
Figure 1 illustrates the concept of MMSE+SIC receiver, where we may find that SINR3 for layer-2 could be much larger than SINR2 for the same layer after canceling layer-1. This causes a huge channel resource waste since the MCS determination for layer-2 relies on SINR2 level rather than SINR3 level.
In order to efficiently utilize the property of SIC receiver, we artificially pick up two unbalanced UEs, and consider MCS margin control mechanism. The detailed descriptions are as follows:

· Two groups are classified based on long-term fading strength; one is for stronger layer uses and the other is for weaker layer users. The MU-MIMO UEs must be paired from separate two groups to form two MU-MIMO layers.
· Set two different margins for two MU-MIMO layers. One is a positive margin for stronger layer (say layer-1, for example), and the other is a negative margin for weaker layer (say layer-2, for example). The function of setting positive margin is to easily get the first layer passed, while the function of setting negative margin is to fully capture the capacity gain from second layer.

By doing this way, the following advantages can be obtained:
· For the first layer, the system performance could reach 1x2 baseline since the interference from the second layer is quite small, having less impact on received SINR of the first layer.

· By successfully cancelling the first layer, the second layer can be successfully detected almost for free.
3 System Level Evaluation

In the system level evaluation, we follow up the requirements described in [4]. In addition, the other methods such as effective SINR computation, adaptive MU MIMO, scheduling for MU MIMO, and open-loop power control are referred in the contribution [1]. The detailed system level simulation assumptions are described in Appendix.
3.1 Performance Evaluation

Figure 2, Figure 3, Figure 4 show the cell throughput performance between MMSE and MMSE+SIC receivers for MU-MIMO for simulation case-1, case-2 and case-3, respectively.
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Figure 2: Cell throughput performance between MMSE and MMSE+SIC receivers for MU-MIMO in simulation case-1.
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Figure 3: Cell throughput performance between MMSE and MMSE+SIC receivers for MU-MIMO in simulation case-2.
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Figure 4: Cell throughput performance between MMSE and MMSE+SIC receivers for MU-MIMO in simulation case-3.
Figure 5, Figure 6 and Figure 7 show the CDF of normalized user throughput between MMSE and MMSE+SIC receivers for MU-MIMO for simulation case-1, case-2 and case-3, respectively.
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Figure 5: Fairness curves between MMSE and MMSE+SIC receivers for MU-MIMO in simulation case-1.
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Figure 6: Fairness curves between MMSE and MMSE+SIC receivers for MU-MIMO in simulation case-2.
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Figure 7: Fairness curves between MMSE and MMSE+SIC receivers for MU-MIMO in simulation case-3.
Observation from simulation results:

· Cell throguhput gain achieved by MMSE+SIC with MCS margin control is significant as opposed to MMSE. The gain is between 29~49% depending on the simulation cases.

· MMSE+SIC with MCS margin control may increase the cell-edge user throughput as well.
4 Conclusions

This contribution has discussed MMSE+SIC receiver with MCS margin control for MU-MIMO transmission. It has detailed the MU-MIMO related scheduling algorithms such as random user pairing, orthogonal user pairing, and SIC receiver based user pairing. Particularly, taking into account unbalanced user pairing with SIC receiver and MCS margin control, the gain is significantly high, between 29~49%.
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Appendix
In the system level simulation assumptions, we focus on UL transmission with the simulation case-1, case-2, case3, and case-4 in which, the carrier frequency (CF), inter-site distance (ISD), operating bandwidth (BW), penetration loss (PLoss), UE speed, and channel model are specified in Table 1.

Table 1: UTRA and EUTRA simulation case minimum set.

	Simulation
	CF
	ISD
	BW
	PLoss
	Speed
	Channel

	Cases
	(GHz)
	(meters)
	(MHz)
	(dB)
	(km/h)
	Model

	1
	2.0
	500
	10
	20
	3
	SCM

	2
	2.0
	500
	10
	10
	30
	SCM

	3
	2.0
	1732
	10
	20
	3
	SCM


The detailed system level simulation assumptions are given in Table 2.

Table 2: System level simulation assumptions.

	Number of Cells
	19

	Number of Sectors per Cell
	3

	Number of UEs per sector
	20

	Antenna Configuration
	1x2 and 2x2

	Node-B Antenna Spacing
	10λ

	UE Antenna Spacing
	0.5 λ

	Transmission Power
	250 mWatts (24 dBm)

	Lognormal Shadowing
	8dB

	Noise Figure
	5 dB

	Transmit Antenna Gain
	0 dBi

	Receive Antenna Gain
	14 dBi

	Maximum CIR
	30 dB

	Path-Loss
	128.1+37.6log10(R), R in km

	Scheduler
	Channel Dependent PF+ Orthogonal User Pairing

	CIR Feedback Delay
	3 TTIs

	Open Loop Power Control
	Fractional

	Channel Sounding Delay for MU MIMO
	1 TTIs

	MU MIMO Receiver Type
	MMSE, or MMSE+SIC

	Data Traffic
	Full Traffic

	Number of Tones per RB for Sounding
	1

	Sounding Channel Estimation
	Real

	Data Channel Estimation
	Real

	Maximum Retransmission Number
	5

	HARQ Combining
	Chase

	Number of RBs for User Scheduling
	5 for 10MHz, and 3 for 1.25MHz

	Number of UEs per cell
	20

	Signaling Overhead
	29%

	MCS Margin for the First Layer
	1dB

	MCS Margin for the Second Layer
	Perfect Layer Separation Assignment 

































































































































































� With inter-cell interference power control, the cell-edge user has to be forced to reduce its transmission power, resulting in the pair user further unbalanced.
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