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1. Introduction

In Malta meeting (March 2007), it was decided that control channels such as UL and DL L1/L2 control channels will use 64-state tail-biting convolutional codes (CC) [3]. While it has been suggested that the CC use the same rate-matching (RM) algorithm as the turbo code, rate matching for CC is currently undefined.

The CC is used for L1/L2 control channels and P-BCH transmission. Though the L1/L2 control channel is still evolving, it seems clear from R1-071820 that we could end up with a lot of different code rates. The info size may vary with grant type (DL, UL, MIMO, etc.). The coded payload may depend on the number of CCEs to be aggregated (1,2,[3],4,8). Both the info size and coded payload could vary with system bandwidth. Some simplifications will almost surely occur, but control channel performance should not be compromised. In particular, the development of the control channels (what bit fields needed, number of bits, etc) is difficult enough already without having to artificially constrain the code rate to particular values (e.g., 1/2, 2/3, 3/4). Therefore, a 'generic' CB RM algorithm that gets similar performance of good hand optimized puncturing patterns for any possible code rate is desired. 
This contribution discusses how to modify the circular buffer (CB) based rate matching (RM) algorithm described in [6] to provide the best performance. It is shown that a CB approach offers better performance than Rel-99 RM. More importantly, the same implementation benefits that led LTE to adopt circular buffer based RM algorithm for turbo would extend to convolutional codes. It is also beneficial to keep the basic rate matching operations the same between convolutional and turbo codes.

It is proposed that this RM method based on circular buffer be adopted for CC in LTE.

2. Rate Matching Challenge

In [1], convolutional codes for two code rates are defined, R=1/2 and R=1/3. These codes are non-recursive non-systematic with constraint length 9. To terminate the trellises to all-zero state, 8/R tail bits are attached to form a CC codeword of length N=(K+8)/R, resulting in a code rate slightly lower than the nominal rate R. 

In [3] tail-biting convolutional codes with constraint length 7 are proposed for LTE. Since no tail bits are added, exact code rate is achieved, i.e., the codeword length is N=K/R, where K is the information block length, R is the nominal code rate. Since the trellis is 64-state instead of 256-state, the decoder complexity is halved even if two decoding iterations are always used to decode the tail-biting code.  
The RM algorithm of CC takes as input the N bits generated by a CC encoder, and produces Ntx bits as output via repetition or puncturing. For LTE, there can be a large number of possible values N, as well as Ntx, as discussed below.
Firstly, as discussed in [2], the L1/L2 control channels can potentially use a different Resource Allocation (RA) map size for a different carrier bandwidth, and for uplink and downlink, resulting in possibly 7 (BW) ( 2 (UL, DL) = 14 RA map sizes. Thus, there are possibly 14 different information block sizes K at the input of the CC. The number of codeword bits at the output of CC encoder is N=K(3 for code rate R=1/3. 
Secondly, the control element size (nRE_CE) and the total number of CEs (nCE) that can be used for L1/L2 control is a function of several variables such as:

(a) carrier bandwidth (7 BW ranging from 1.4 MHz to 20 MHz according to RAN4); 

(b) number of transmit antennas (1, 2, or 4);

(c) number of OFDM symbols used for control (1, 2, or 3);

In addition, theoretically an FEC codeword can be mapped to 1, 2, [3], 4, or 8 CEs [4]. All these factors indicate that there could be hundreds of different sizes Ntx at the output of the RM algorithm.

Although not all (K, Ntx) combinations will be used in practice, the above analysis still suggest that the RM algorithm should be capable of producing a large variety of effective code rates while maintaining good error-correction performance. Currently, a complicated rate matching algorithm is used to repeat or puncture coded bits to match the available channel resources.  A more efficient scheme based on a circular buffer is described below. 
3. Proposed Rate Matching Algorithm

In Kobe meeting, a single rate 1/3 Optimal Distance Spectrum (ODS) generator polynomial g3=[133, 171, 165] (octal) was suggested. This has the benefit that it contains the rate ½ ODS generator polynomial g2=[133, 171] (octal). Thus only g3 needs to be defined, while all the other code rates including ½ can be realized via the rate matching algorithm without loss of performance. 
In Figure 1, the convolutional encoder is illustrated. The encoder takes K information bits and produces parity bit streams P0, P1, and P2, each of length K. If {P0, P1,  P2} are taken as output, it is the rate 1/3 ODS code; On the other hand if {P0, P1} are taken, it is the rate ½ ODS code. Thus the rate matching algorithm should be designed for preserve this property, to optimize performance. 
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Figure 1.
Tail-biting convolutional encoder.
Similar to the circular buffer based rate matching algorithm for turbo codes [5], the same circular buffer based rate matching procedure can be used for CC as follows.

Step 1. Separate the three parity bit subblocks P0, P1, and P2.

Step 2. Perform a subblock interleaving on each subblock individually and obtain P(0, P(1, and P(2. 

Step 3. Multiplex the P(0, P(1, P(2 streams, to form a circular buffer denoted by Q.

Step 4. Take the first Ntx bits from sequence Q, wrap around to the beginning of sequence Q if Ntx is greater than the length of Q.

As with the turbo codes, the subblock interleaver for each stream can be block-interleaver based. The block interleaver has Nc columns, and Nr rows, where Nr =ceil(K/ Nc). The subblock interleaver procedure is described as follows.
· Write the bits row-by-row into the Nr by Nc block;
· Fill the block with dummy bits, if K<Nr * Nc;

· Perform column permutation using a predefined pattern;
· Read the bits out column-by-column. Discard the dummy bits.
As with the turbo codes, a fixed number of columns can be used, such as Nc =16 columns. Thus Nr= ceil(K/16). The column permutation can be [2 10 6 14 4 12 8 0 3 11 7 15 5 13 9 1]. This column permutation puts the even-indexed bits in front of the odd-indexed bits.

To form the circular buffer, the entire P(2 stream will be kept at the end of circular buffer Q, so that bits of P(2 only are gradually eliminated as the code rate increases from 1/3 to ½, while no bits of streams P(0, P(1  are eliminated.

There are two choices to further increase the code rate above ½. One way is to interlace the bits of  P(0, P(1, as shown in Figure 2. Another way is NOT to interlace any bit streams, as shown in Figure 3.  While these two schemes are identical for any code rates R<=1/2, they transmit different bits for transmission for higher code rates.  In the next section the simulation study is conducted to compare the performance of these two schemes.
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Figure 2.
Circular buffer with interlacing between P(0 and P(1.
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Figure 3.
Circular buffer without interlacing between P(0 and P(1.
4. Simulation results

This section studies the performance of circular buffer based rate matching algorithms with or without interlacing of P(0 and P(1 streams. In either case, both rate 2/3 and ¾ are effectively punctured from the rate ½ 64-state tailbiting convolutional code. The subblock interleaver has 16 columns, and the column permutation is [2 10 6 14 4 12 8 0 3 11 7 15 5 13 9 1]. 

When no interlacing, bits of each stream are read out column-by-column starting from the first column (0-th). When P(0 and P(1, are interlaced:
· For P(0 and P(2,  the bits are read out starting from the 0-th column;

· For P(1, the bits are read out starting from the 8-th column. The offset so that bits of the same trellis section are not removed until the rate is very high.
For comparison, Rel-99 rate matching algorithm in 3GPP TS 25.212 section 4.7.5 is also simulated. The parameter setting follows section 4.2.7.2.2 and is repeated below: 

Xi=codeword length N, 
eini = 1, 
eplus = 2*Xi, 
eminus  = 2*|ΔN|, where ΔN =Ntx – N.  

Although the description of 25.212 would have required P(0, P(1, and P(2 be interlaced bit-by-bit before puncturing, only P(0 and P(1 are interlaced bit-by-bit before puncturing.
Detailed simulation results are shown in Appendix A. The simulation results show that CB based RM without interlacing (shown in Figure 3) performs slightly better than CB based RM with interlacing (shown in Figure 2).  Both CB based rate matching algorithms perform better than Rel-99 RM.
3. Conclusions 
The rate matching algorithm is updated with to accommodate the new ODS generator polynomial.  Given the implementation and performance advantages of the algorithm, it is proposed that the circular buffer based rate matching algorithm be adopted by LTE. 
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Appendix A – Simulation Results
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Figure 4.
Comparison of circular-buffer based rate matching schemes and Rel-99. Rate 2/3, QPSK, AWGN. FER target is 0.1.
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Figure 5.
Comparison of circular-buffer based rate matching schemes and Rel-99. Rate 2/3, QPSK, AWGN. FER target is 0.01.
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Figure 6.
Comparison of circular-buffer based rate matching schemes and Rel-99. Rate 2/3, QPSK, AWGN. FER target is 10-3.
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Figure 7.
Comparison of circular-buffer based rate matching schemes and Rel-99. Rate 3/4, QPSK, AWGN. FER target is 0.1.
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Figure 8.
Comparison of circular-buffer based rate matching schemes and Rel-99. Rate 3/4, QPSK, AWGN. FER target is 0.01.
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Figure 9.
Comparison of circular-buffer based rate matching schemes and Rel-99. Rate 3/4, QPSK, AWGN. FER target is 10-3.
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