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1. Introduction

In this contribution we discuss the potential of distributed transmission for FDD mode of LTE in downlink. We address issues ranging from possible use cases for distributed transmission, performance of distributed versus localized transmission, and issues related to signalling overhead for managing multiplexing of simultaneous distributed and localized transmissions. Finally, usage of distributed transmission for semi-persistent scheduling is discussed. 

2. Downlink transmission modes
It is well known from several performance studies that the use of localized transmission (i.e. scheduling of users on blocks of 12-sub-carrier PRBs) offers an attractive frequency domain packet scheduling (FDPS) gain for cases where the eNode-B is able to track the frequency selective radio channel quality based on the CQI feedback from the users. The latter is typically the case for terminal velocities up to approximately 20-30 kmph, where an FDPS gain of ~40% is achievable compared to blind radio channel scheduling or distributed transmission. For higher terminal speeds, the eNode-B packet scheduling can no longer track the frequency selective fading, and will thus have to rely on a transmission scheme that offers maximal frequency diversity. Also, if only a wideband CQI report (or no CQI report) is available frequency diversity is desireable. Frequency diversity transmission can be achieved by one of the following two methods:
1. Using localized transmission where a user is scheduled on multiple PRBs that are scattered over the full system bandwidth to offer maximal frequency diversity.
2. Using distributed transmission where a number of PRBs (scattered over the full system bandwidth) are shared by a set of users using distributed transmission.
Method #1 offers a high degree of frequency diversity for cases where there is sufficient data for a user to be scheduled on multiple PRBs, i.e. say at least 3-4 PRBs. For the latter case, the eNode-B packet scheduler will simply allocate the 3-4 PRBs for the terminal across the system bandwidth to obtain maximal frequency diversity. However, if the data amount for one user only require transmission on one or two PRBs, then it is difficult to achieve efficient frequency diversity with localized transmission, so this is the case where distributed transmission can offer additional frequency diversity. Hence, one potential use case for distributed transmission could be a scenario with multiple VoIP users having terminal velocity of at least 20-30 kmph, or cases where there are no recent frequency selective CQI reports form a group of users.
3. Multiplexing of localized and distributed transmission
One PRB of 12 contiguous sub-carriers can be reserved for either localized or distributed transmission. In cases where a PRB is reserved for localized transmission, only one user is scheduled on the PRB on all the 12 sub-carriers. A user can be scheduled on multiple PRBs with localized transmission. A PRB reserved for distributed transmission can be shared by multiple users on a sub-carrier resolution. However, a user scheduled with distributed transmission shall always be scheduled on groups of Kx12 sub-carriers, where K is a positive integer (K=1,2,3,…). The latter implies that if we have X users requiring 12 sub-carriers, then those users can be transmitted with distributed transmission over X PRBs. Hence, if we only have two such users, then the distributed transmission will only be across two PRBs (limited frequency diversity). With e.g. X=4 users, we can provide fairly good frequency diversity transmission for those users across 4 PRBs. If we only have one user with distributed transmission (on 12 sub-carriers) being scheduled across multiple PRBs, then the frequency diversity gain for that user will come at the expense of potentially having unused sub-carriers in the downlink, i.e. potentially loss of capacity.

Figure 1 shows two different methods for configuring PRBs for either localized or distributed transmission versus time. The example on the right-hand side with fully dynamic PRB configuration corresponds to the case where PRBs can be configured for localized or distributed transmission every TTI, i.e. controlled by the Layer-2 packet scheduler and signalled via the DL L1/L2 control channel. The dynamic PRB configuration scheme is able to adapt to fast traffic variations, but this is achieved at the expense of requiring additional bits in the DL L1/L2 control channel support distributed transmission. It is estimated that 2-3 additional bits are need in the DL L1/L2 control channel to support fully dynamic PRB configuration (allowing up to 3 users to share PRB allocations). The example on the left-hand side of Figure 1 assumes semi-static configuration of PRBs, where a certain set of PRBs is configured for localized (and the complementary set for distributed transmission). For the semi-static PRB configuration, the configuration is modified at a much slower rate compared to the TTI resolution, i.e. configuration of PRBs for this case could be via higher layer signalling (e.g. RRC signalling). Hence, the semi-static example does not require additional bits in the DL L1/L2 control channel to support distributed transmission (in addition to localized transmission). However, by using the semi-static PRB configuration, the available spectrum is divided into two parts, which makes it difficult to fully utilize transmission on all sub-carriers if the traffic for users assigned for distributed and localized transmission varies. .
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Figure 1 Methods for assigning PRBs for either localized or distributed transmission.
4 Performance results

In this section we present performance results for the potential gain of distributed transmission over localized transmission. As motivated in previous sections, a gain is only expected for the case where transmission is conducted on a small number of sub-carriers per user, while not using radio channel aware scheduling with localized transmission. Hence, we consider a case with transmission on 24 sub-carriers per user. This corresponds to a transport block size of 320 bits, assuming QPSK rate 2/3 (typical VoIP case). A 10 MHz system bandwidth is assumed with dual antenna frequency switched transmit diversity (FSTD) and two Rx antennas with MRC receiver. The channel profile is SCM Urban Macro cell. The red curve in Figure 2 shows the performance (BLER vs SINR) for localized transmission on two PRBs (24 sub-carriers). The remaining curves are for distributed transmission for different number of users. Here it is assumed that the number of PRBs configured for distributed transmission equals 2xN, where N is the number of users with distributed transmission. The latter assumption is chosen so that all sub-carriers for the PRBs configured for distributed transmission are used. As observed from Figure 2, the full gain from distributed transmission is first achieved when there are 6-12 simultaneous active users with distributed transmission, meaning that 12-24 PRBs across the system bandwidth are configured for this transmission mode. At the 10% BLER level, the gain from distributed transmission over localized is on the order of 0.5-1.0 dB, depending on the number of users using distributed transmission.
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Figure 2 Performance comparison of blind localized transmission and distributed transmission, assuming transmission on 24 sub-carriers with QPSK Rate 2/3. 
5. Discussions
Given the various considerations presented in this contribution, we assume that the default mode of operation is using localized transmission in combination with dynamic packet scheduling and link adaptation. The latter is a reasonable assumption provided that the majority of the users in the cell are; (i) typically being scheduled on more than approximately 24-36 sub-carriers or (ii) are moving slower than 20-30 kmph. Given this starting point, the cost/benefit of having support for distributed transmission shall be further evaluated. According our previous considerations, distributed transmission will primarily be used for users with scheduling on 12-24 sub-carriers that are moving faster than approximately 20 kmph, or for users with no frequency selective CQI report. Hence, one of the main questions is; what is the probability of simultaneously having several of such users, and what is the additional “cost” in terms of signalling overhead and eNode-B/UE complexity? The signalling overhead is estimated to be marginal if semi-static PRB configuration is applied. However, the penalty of using this approach is a potential loss of capacity due to unused sub-carriers as a hard-split is made between localized and distributed PRBs. The use of a fully dynamic PRB configuration scheme (via the DL L1/L2 control channel) is problematic in the sense that it adds a constant overhead on the DL L1/L2 control channel for cases where localized transmission is used. The latter is equivalent to a performance loss for dynamic scheduling with localized transmission.
Furthermore, LTE complexity requirements as described in 25.913, version 7.3.0, Section 11, yields:
· Minimize the number of options.
· No redundant mandatory features.
· Reduce the number of necessary test cases, e.g. reduce the number of states of protocols, minimize the number of procedures, appropriate parameter range and granularity.
In the current context, these requirements means that distributed transmission shall only be standardized if there is a reasonable likelihood that it will be used in real operating networks, i.e. high probability of having several simultaneous active UEs that require scheduling on up to 24-36 sub-carriers per user, while moving more than approx 20 kmph. Or a high probability of having multiple users without reporting detailed frequency selective CQI reports. If the likelihood of using distributed transmission is low, then it is recommended to re-consider if this feature shall be included in specifications. Note here that if distributed transmission is standardized, the additional complexity for implementation and test cases shall be justified.
One potential use case for distributed transmission could be VoIP (i.e. transmission of small and equal size data amounts). RAN2 has recently agreed to have semi-persistent allocation specified as one of the scheduling options. The latter scheduling option has mainly been defined for VoIP optimization, so if distributed transmission is standardized, then it shall be considered if the distributed transmission shall work together with semi-persistent allocation (i.e. not in combination with dynamic scheduling). By taking the later assumption it makes sense to also use semi-static PRB configuration (see Figure 1) as transmission resources for semi-persistent scheduling are anyway allocated from Layer-3 via RRC signalling.

6. Conclusion

In this contribution we have discussed the use localized and distributed transmission for LTE FDD mode downlink. We have concluded that localized transmission with fast dynamic packet scheduling is the most likely default mode of operation, and therefore the transmission mode which will be used with highest probability. However, our simulation results show a gain of up to 0.5-1.0 dB from using distributed transmission over localized transmission, if, and only if, there are several users utilizing distributed transmission on few resources (say 12-24 sub-carriers) with UE speeds of at least 20 kmph. Or if there are multiple users that does not report frequency selective CQI reports. Hence, one potential use case for distributed transmission could be for VoIP users. RAN2 has recently agreed on semi-persistent scheduling as an optimization for VoIP.

Given the presented considerations we would like to raise the following questions:

· Is distributed transmission believed to be used with a sufficient high probability so the complexity of supporting this transmission mode is justified? 

· In case of support for distributed transmission, shall it be supported only for semi-persistent scheduling, or also in combination with dynamic scheduling?

· In case of support for distributed transmission, shall the PRB configuration for distributed vs localized be fully dynamic via DL L1/L2 signalling or semi-statically configured via higher layer signalling?
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