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1 Introduction
In the RAN WG1#46bis meeting, it was agreed to have a working assumption of maximum of two codewords (2CWs) for 4x4 MIMO. In the RAN WG1#47bis meeting, it was agreed to have a working assumption of a fixed codeword to layer mapping of 2+2. In [1], we highlighted the advantages of the 1+3 mapping, and recommended that RAN1 should rather adopt the 1+3 mapping as a working assumption. This contribution is in response to [2] and we try to address the issues raised.
2 Selection Criteria

According to [2] the main criteria to distinguish the 2 methods are:
· CQI accuracy when rank override is performed at the Node-B 

· Implementation complexity
2.1  CQI Accuracy
1. The statement in [2]  is correct that in both cases there will be a CQI error. However, we believe that we have showed in [1] that the CQI error is much worse and the impact on capacity is much worse for the 2+2 scheme compared to the 1+3 mapping scheme.

2. The statement that ““intelligent” rank override may happen infrequently” is only a hypothesis since we do not know how much actual data buffers will fluctuate, and thus making rank override an important component.
3. The statement “lower order MCS per codeword may be selected to lower the data rate before performing the rank override” is correct. However, since  rank 4 transmission will typically happen at a very low MCS level, there is not much flexibility available to lower MCS level. There is also a system benefit to lowering the rank, because when we transmit at a lower rank we are also causing a lower rank interference to the neighboring cell. This will increase the IRC gains for the UE’s in neighboring cells. Moreover, when you reduce the rank (from 4 to x) you increase the SINR by more than the 4/x power gain, since you also reduce the interference. This also frees up power to be used for other UE’s
2.2 Implementation Complexity

Two potential sources of difference can be identified:

1. SIC buffering for cancellation
2. LMMSE-2 (LMMSE-1 is identical for 2+2 and 1+3)
We will treat these 2 points sequentially:
1. The claim is that the 2+2 case requires buffering only 2 symbols instead of the 3 required for the 1+3 case. We believe that 4 symbols need to be buffered in both cases, since the idea of storing less symbols, assumes that CW1 is decoded correctly and that SIC can be applied. We believe this is not a realistic assumption, and that there is significant gain when CW2 is decoded with MMSE when CW1 fails. However, in this case LMMSE-2 would have to be a 4x4 MMSE, and you would have to buffer all of the 4 streams of the MRC output for this 4x4 LMMSE-2.   In other words, there is no buffer saving as claimed in R1-070727.
2. This SIC buffering analysis in [2] is questionable. Our analysis shows the opposite. The Trec in Fig 2. refers to 2 different buffers. 
a. The buffer to store the received symbols (the input to LMMSE).

b. The buffer to store the received bit likelihood values (the output of the LMMSE/DeMod). The bit likelihood needs to be stored in any case for HARQ, so the only buffering is the received symbols. We believe that since the time to receive the data (the parameter Trec) is identical in the 2 cases, and therefore cannot be a distinguishing factor for either scheme. If we remove the questionable Trec, then the situation is reversed: B13 = 3D/4 vs. B22=D. This means that 1+3 case requires less buffering than the 2+2 case.
3. The assertion is that since the LMMSE-2 is O(2n) for the 2+2 case, while it is O(3n) for the 1+3 case is correct, but note that for realistic QR matrix inversion n=2 compared to the n=3 for the numerically unstable direct matrix inversion. 
4. The conclusions reached are based on a very specific receiver structure which we believe is suboptimal, and we have not seen any performance evaluation of this receiver. The so called “optimized” receiver described takes the form of 
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, while the more general receiver takes the form of 
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. In fact we believe that the receiver structure in [2] is more complex since it requires 2 matrix inversions of size 4x4 and 1 matrix inversion of size 2x2, while the conventional receiver only requires 2 matrix inversions of size 4x4.
5. The estimation of C, or other interference covariance related statistics, is generally quite inaccurate, because it is a combination of the received covariance signal and the estimated channel H. Therefore: 

a. The “optimal” receiver will compromise the performance of both the decoding of CW1 and CW2 since both depend on the explicit calculation of C. 

b. The traditional approach will compromise only CW2 which explicitly depends on C. 

6. It is true that the ML complexity for 1+3 is higher than 2+2, but the 1x3 performance will also be better than the 2+2 because you will achieve near optimal detection on a larger (3/2x) data set. Also, given ML capability, it may be better to do 4x4ML and eliminate the SIC complexity, since both are capacity  achieving.
7. It is not true that 2+2 structure leads to a more balanced load. If ordering is used the 1+3 could be more balanced compared to 2+2. The unbalance only happens when all 4 layers are fully loaded. The design should consider the worst case. Given a certain parallel decoding structure, we have shown that the 1+3 requires less buffering than 2+2.
3 Conclusion
In this contribution we addressed the issues regarding codeword to layer mapping raised in [2] where the 1+3 mapping was portrayed as inferior relative to 2+2 mapping scheme. Based on the analysis in this paper and also in [1], we believe that most of the statements in [2] are either misleading or incorrect.
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