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1. Introduction

In this paper we propose a simplified Channelisation Code Set encoding for 16QAM and 64QAM, and a new information mapping for HS-SCCH order used in Continuous Packet Connectivity. 
The proposal concerning HS-SCCH orders was already made in paper [1] during meeting #47bis of RAN1 in Sorrento, Italy. At that time, the decision was postponed due to the discussion concerning 64QAM and MIMO. The decision concerning 64QAM and MIMO was taken at the end of  meeting #47bis of RAN1 by endorsing paper [2]. Paper [2] proposes that, when 64 QAM is configured for a UE, to map Channelisation Code Set (CCS) field on 6 bits for 16QAM and 64QAM and on 7 bits for QPSK, conversely modulation scheme (MS) field is mapped on 1 bits for QPSK and on 2 bits for 16QAM and 64QAM, so that in total the part I of HS-SCCH remains 8 bits. Paper [2] gives some idea of the CCS field encoding of (O,P) by a look-up table but states “for which the details can be further checked”.
This paper contains two proposals :
· Proposal 1 is a simplified CCS field encoding compared to what is proposed in [2], this new encoding has a better commonality with the Rel’5/6 encoding, and allows a simpler scheduler design in the UTRAN.

· Proposal 2 is again the same proposal [1] concerning HS-SCCH orders, where we elaborate the arguments concerning the benefits in terms of real time and CPC efficiency.

2. Reference

[1][1]
R1-070016 Improved HS-SCCH order signalling for CPC, source Renesas

[2][2]
R1-070570 Way forward for HS-SCCH part 1 structure for MIMO and 64QAM, source Philips, Ericsson, Motorola, Nokia, Qualcomm

[3][3]
R1-063014 CR0238rev4 /25.212v7.2.0, Support of CPC feature, source Qualcomm, Nokia, Ericsson, Siemens, Philips
[4][4]
R1-063560 CR0421rev8 /25.214v7.2.0, Support of CPC feature, source Qualcomm, Nokia, Ericsson, Siemens, Philips
[5][5]
25.101 ver 7.6.0 User Equipment (UE) radio transmission and reception (FDD), source RAN4
[6][6] 
R1-062451 TR 25.903 v1.1.0 Continuous Connectivity for Packet Data Users

[7][7] R1-070668, “Further results on the remaining issues of 64QAM for HSDPA”, Motorola

3. Proposal 1: simplified CCS coding

In [2] a look-up table is given as an example of encoding of CCS. In this paper we propose to reuse the same encoding as for Rel-5/6 where the LSB is dropped, and the parity of starting code offset O is implicitly signalled by the HS-SCCH number with only four exceptions. This roughly follows the same rationale as in paper [2] of using the HS-SCCH number, except that paper [2] has more exceptions for implicitly encoding the parity of starting code offset O. 
Our porposal has the following benefits :

· Signalling (O mod 2) via the HS-SCCH number is already roughly what is already done in paper [2], as most element of the 1st table concern even starting code offsets O, and most elements of the second table concern odd code offsets. 
· This rationale allows to build simply the scheduler as by constaining the code allocation P to be an odd number (1, 3, 5, …, 13, 15) for QAM users, the basic idea is that one can ensure that the parity of O alternates from one QAM users to the next one, provided that the HS-PDSCHs allocated to the QAM users are packed together (no non-QAM user between two QAM users). This very simple constraint on the scheduler has the inevitable cost of reducing the code rate granularity, but this is already what happens with the current proposal in [2]. The exact algorithm to map on HS-SCCH each schedule order is a little more than that, because of the 4 exceptions, details are given in section 3.3.
· The encoding and decoding of CCS can use very similar logic both in rel-5/6 and in rel-7, this makes easier current design evolution and test.
· The encoding has the property that it keeps the same reserved code value as in rel-5/6 (those beginning with the sequence 1110), which enable to use them for HS-SCCH order as described in proposal 2 of this paper. This good property is also fulfilled by the proposal “design 1” in [7]. The proposal “design 2” of [7] also allows to use the heading bits of CCS to detect an HS-SCCH order, but one more heading bit is needed as reserved values are those beginning with “11100”. 
In the following we show the similarity of encoding and of decoding :

3.1 Encoding of CCS

In release 5/6 CCS and MS are encoded as follows :
	· Code group indicator (CG)  
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 set eq_def_CG_rel56  
(1)
)

	· Code offset indicator (CO) 
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 set eq_def_CO_rel56  
(2)
) 


· Modulation scheme 
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We propose the following encoding for Rel’7 :
· For UEs with 64QAM not configured = same as rel’5/6

· For UEs with 64QAM configured :

· If modulation scheme is QPSK then same as rel’5/6

· If modulation scheme is 16QAM or 64QAM then

	· Code group indicator (CG) 
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 set eq_def_CG_rel7  
(3)
)

	· Code offset indicator most significant bits (COM) : 
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 set eq_def_COM_rel7  
(4)
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	· HS-SCCH number parity (HNP) : 
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 set eq_def_HNP_rel7  
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· Modulation scheme : 
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Our proposal is very similar to the one endorse in [2], the only difference concerns the encoding of CCS in the case of a UE with 64QAM configured and 16QAM or 64QAM used. Our proposal has the benefit or maximizing the reuse of concepts of Rel’5/6. For fair comparison with [2] we provide below the look up tables equivalent to the formulae above.
For HS-SCCH with even number:

	
	
	Starting code offset O

	
	
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14
	15

	Number of codes P
	1
	
	[0]
	
	[1]
	
	[2]
	
	[3]
	
	[4]
	
	[5]
	
	[6]
	

	
	2
	
	[8]
	
	[9]
	
	[10]
	
	[11]
	
	[12]
	
	[13]
	
	[14]
	

	
	3
	
	[16]
	
	[17]
	
	[18]
	
	[19]
	
	[20]
	
	[21]
	
	
	

	
	4
	
	[24]
	
	[25]
	
	[26]
	
	[27]
	
	[28]
	
	[29]
	
	
	

	
	5
	
	[32]
	
	[33]
	
	[34]
	
	[35]
	
	[36]
	
	
	
	
	

	
	6
	
	[40]
	
	[41]
	
	[42]
	
	[43]
	
	[44]
	
	
	
	
	

	
	7
	
	[48]
	
	[49]
	
	[50]
	
	[51]
	
	
	
	
	
	
	

	
	8
	
	[63]
	
	[62]
	
	[61]
	
	[60]
	
	
	
	
	
	
	

	
	9
	
	[55]
	
	[54]
	
	[53]
	[52]
	
	
	
	
	
	
	
	

	
	10
	
	[47]
	
	[46]
	
	[45]
	
	
	
	
	
	
	
	
	

	
	11
	
	[39]
	
	[38]
	[37]
	
	
	
	
	
	
	
	
	
	

	
	12
	
	[31]
	
	[30]
	
	
	
	
	
	
	
	
	
	
	

	
	13
	
	[23]
	[22]
	
	
	
	
	
	
	
	
	
	
	
	

	
	14
	
	[15]
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	15
	[7]
	
	
	
	
	
	
	
	
	
	
	
	
	
	


For HS-SCCH with odd number:

	
	
	Starting code offset O

	
	
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14
	15

	Number of codes P
	1
	[0]
	
	[1]
	
	[2]
	
	[3]
	
	[4]
	
	[5]
	
	[6]
	
	[7]

	
	2
	[8]
	
	[9]
	
	[10]
	
	[11]
	
	[12]
	
	[13]
	
	[14]
	
	

	
	3
	[16]
	
	[17]
	
	[18]
	
	[19]
	
	[20]
	
	[21]
	
	[22]
	
	

	
	4
	[24]
	
	[25]
	
	[26]
	
	[27]
	
	[28]
	
	[29]
	
	
	
	

	
	5
	[32]
	
	[33]
	
	[34]
	
	[35]
	
	[36]
	
	[37]
	
	
	
	

	
	6
	[40]
	
	[41]
	
	[42]
	
	[43]
	
	[44]
	
	
	
	
	
	

	
	7
	[48]
	
	[49]
	
	[50]
	
	[51]
	
	[52]
	
	
	
	
	
	

	
	8
	[63]
	
	[62]
	
	[61]
	
	[60]
	
	
	
	
	
	
	
	

	
	9
	[55]
	
	[54]
	
	[53]
	
	
	
	
	
	
	
	
	
	

	
	10
	[47]
	
	[46]
	
	[45]
	
	
	
	
	
	
	
	
	
	

	
	11
	[39]
	
	[38]
	
	
	
	
	
	
	
	
	
	
	
	

	
	12
	[31]
	
	[30]
	
	
	
	
	
	
	
	
	
	
	
	

	
	13
	[23]
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	14
	[15]
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	15
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	


3.2
Decoding of CCS

The decoding of CCS is illustrated in this section. We show that the use of the formula that we propose allow some flexibility of implementation, as decoding can be done without look up table.
For UEs for which 64QAM is not configured, and for UEs for which 64QAM is configured and for which Modulation scheme indicate QPSK the same logic as for Rel’5/6 can be used as per figure 1 below.  The input of the flow diagram of figure 1 is the code group indicator (CG) and the code offset indicator (CO) respectively defined by equations (1) and (2) of section 3.1., and the output is the starting code coffset O and the code count P.
Figure 11

 set fg_rel56_CCS_dec  
1
 CCS decoding for rel’5/6-like case 

[image: image8.emf] 

 

Code offset indicator   CO  

Code group indicator   CG  

CO + CG < 15  

P     GG+1   O    CO+1  

yes   no  

P     15 - GG   O    16 - CO  


For UE for which 64QAM is configured, and for which modulation scheme is 16QAM or 64QAM, the following decoding chain on figure 2 can be used.  The input of the flow diagram of figure 2 is the code group indicator (CG), the code offset most indicator most significant bits (COM) and the HS-SCCH number parity (HNP) respectively defined by equations (3), (4) and (5) of section 3.1., and the output is the starting code coffset O and the code count P.

It can be observed that the decoding in 2 can be made by very similar logic as the decoding in figure 1, or in other words, that the logic of figure 1 can be considered as a specific mode of operation of the logic of 2. Basically the same operator is used with a tentative code offset indicator computed as  eq 2(COM, that is to say under the assumption that the least significant bit of the code offset was zero. The HS-SCCH number parity is then used as an input to bring the same information as the code offset parity. It has to be noted that an additional test is made to distinguish the exception case, that is to say when O is odd, P+O = 16 and P ( 8.
Figure 22

 set fg_rel7_CCS_dec  
2
 CCS decoding for rel’7 16QAM/64QSAM case 


[image: image9.emf] 

 

Code offset indicator most  significant bits   COM  

Code group indicator    CG  

CO + CG < 15  

P     GG+1   O    CO+2 - HNP  

yes   no  

P     15 - GG   O    16 - CO - HNP  

HS - SCCH number parity   HNP  

CO    2  COM  

yes   no  

O     GG+1   P    CO+1 - HNP  

CO + CG + 2 - HNP > 15  


3.3
Mapping of schedule order to HS-SCCH numbers

Here we describe how and why the encoding that we propose guarantees that it is always possible to find HS-SCCH which can implicitly signal the starting code offset O parity. This way the design of the scheduler can be made very simply from existing schedulers, that is to say there is not any new constraint of thinking jointly about starting code offset O and code count P. Instead the scheduler can still work in two steps : 

· Step 1 allocate a number of code P to each users, under to constraint that the total number of codes over all users does not exceed the allocation for HS-PDSCH,
· Step 2 find a starting code offset O for each user.

The step 1 is unchanged for 64QAM supporting users, except that the number of code P is forced to be odd when 16QAM or 64QAM is transmitted. This has the effect of reducing the bit rate granularity, but this is already what we have with the decision taken about paper [2]. 

The basic idea is that all users that support 64QAM and for which 16QAM or 64QAM is transmitted are allocated codes separately so that code number intervals allocated to them are consecutive, that is to say if there are N such users, then allocation made (O1,P1), (O2,P2), …,(ON,PN) is such that eq (i, Oi+1 = Oi+Pi . 
Let us consider now only users that support 64QAM and for which 16QAM or 64QAM is transmitted. There are two cases:
· Case 1 : There is not such user with 8 or more codes allocated. In such a case the exception case of equation (3), that is to say the case when 
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 cannot occur. Thefore the HS-SCCH number parity will reflect exactly the starting code offset parity. Now, because all the considered users are allocated odd number of codes, the scheduler just have to pack allocations together, that is to say in such a way that (O1,P1), (O2,P2), …,(ON,PN) is such that eq (i, Oi+1 = Oi+Pi , to guarantee that the parity of Oi is alternated, and therefore that HS-SCCHs are evenly shared. This way there is no shortage of HS-SCCHs, and it is always possible to find one HS-SCCHs with the correct parity.
· Case 2: one of the user has 8 or more codes allocated. It has to be noted that this user is therefore unique, because there are only 15 code. In this case the scheduler follows the following steps :
· Step1: First the scheduler ensures that the users with 8 or more code is the first one of the list of N users, that is to say eq P1 ( 8 ,

· Step2: Then the scheduler makes the allocation in a packed way, just as before, that is to say it determines O1, O2, …,ON so that eq (i, Oi+1 = Oi+Pi ,

· Step3: Then if there is no HS-SCCHs shortage, that is to say if there are enough HS-SCCHs to signal all the eq Oi mod 2 parities, then it’s finished
· Step4: Otherwise this means that the exeption case has happened, that is to say 
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. In such a case the scheduler just swaps the order of users 1 and 2 in the list, that is to say P1 becomes P2 and vice versa, and then it goes back to step2. This has the effect to remove the exception case, so the next time we are sure that this algorithm exits at step3.
4. Proposal 2 : new HS-SCCH order proposal
Proposal 2 is dependent on proposal 1. It is based on this that in proposal 1 the CCS most significant bit is unchanged.
· Like the current proposal in [3] builds upon the Release 5 channel coding, rate matching & UE specific masking for HS-SCCH

· Is more futureproof, as it has a total payload of 17 bits to be compared to 7 bits currently, increase the number of reversed bits from 2 to 12 (that is 500% increase in reserved bits)

· Allows to relax real time constaints on the UE, and/or to keep the same real time constraints and reduce the HS-SCCH order processing time latency, with the sole change of reducing the size of the “order type” field from 3 to 2 bits. This allow better power control preamble convergence in case of transmission resumption, and therefore longer values for UE_DTX_cycle_2 are possible, with the benefit of more power/interference saving.
· Does not reduce the system flexibility by reserving one Transport block set information.
This proposal is based on the fact that all the non valid Channelisation Code Set (CCS) information begin with the sequence of bits 1110.

4.1 Proof that CCS beginning by 1110 is not valid

Note first that there are only 120 valid Channelisation Code Set (CCS) information. Denote by O and P the first code number and the code count, that is to say the allocated channelisation code are :

Cch,16,O, Cch,16,O+1, …, Cch,16,O+P-1
Then we have the systeme of equations :

	eq \b\lc\{(\a\al(O ( 1;P ( 1;O ( 15;P ( 15;O+P ( 16))
	(1)


From this equations one can derive that for any given O lying from 1 to 15, the value of P is lying from 1 to 16-O, and therefore the count of valid couple (O,P) is 
[image: image12.wmf](

)

(

)

120

2

15

15

1

16

15

16

15

1

=

´

+

-

´

=

-

å

=

=

O

O

O

.

Now the CCS is encoded as (code_group_indicator,code_offset_indicator) with:

Now assume that CCS is beginning by the sequence 1110, this translates into the equations:
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	(2)


From the definition of code_group_indicator and of code_offset_indicator  we get that:
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Which is equivalent to :
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Now from (1) O+P ( 16,  so with P = 8, O ( 8, so 
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4.2 New proposed mapping :

It is proposed to map the HS-SCCH order to the 21 bit payload of the HS-SCCH as follows:


[image: image17.emf] 

1110  00    X 2  reserved  

X 1  

Distinctive   header  

Order Type  

DRX order  activation  

DTX order  activation  


With this mapping we get the following benefits:

· There is 13 reserved bits, to be compared to 2 reserved bits with the current proposal, so the proposal is significantly more future proof. 

· Reducing the “order type” length to two bits allow to have the full HS-SCCH order in X1 which makes possible implementations with less latency, the cost of this is that there seems to be a little less futureproofness, but this is not significant given that with the gain from the first bullet we can affort a little less efficient order type extension mechanism, like for instance making order type extend to 4 bits if its first bit is 1, which would give 10 possible values, to be compared with the 8 possible ones with the current proposal.

· Contrary to the current proposal where the Transport block set information value 111101 needs to be reserved, there is no such reservation with this new proposal. So the flexibility of the system is not reduced.

4.3 Real time benefits

During RAN1#47bis meeting, in Sorrento, when our original paper [1] was presented some companies questioned the fact that there was any real time benefits due to this that there is a reliability issue of just decoding the HS-SCCH part I.
Here we elaborate what kind of benefits are expected and why it does not hurt so much if there is a false detection :

In CR [4] introducing CPC into 25.214 we can read the following statement, where bold face was added by us :
In addition, if there has not been any E-DCH transmission for the last Inactivity_Threshold_for_UE_DTX_cycle_2 TTIs, and if a UE will start a transmission of HS-DPCCH on a HS-DPCCH subframe, the UE shall perform the following:

if the UE has enough time, the UE shall start the DPCCH transmission UE_DTX_long_preamble_length slots prior to the DPCCH slot that coincides with the HS-DPCCH subframe or overlaps the start of the HS-DPCCH subframe; otherwise, the UE shall start the DPCCH transmission as soon as possible,

This statement means that in case that the cycle_2 is used, that is to say in case of long DTX gaps (e.g. 1sec), then the UE shall try to make as many TPC iterations as possible before transmission actually resumes. 
One usage of the HS-SCCH order can be to disable DTX after long DTX gap, for instance in the case of VoIp traffic after a DL voice inactivity period. At the resumption of the voice activity, DTX may be temporarily deactivated prior to the first voice packet schedule to ease voice resumption, diminish call drop and improve user’s experience. In such a case it is quite important that the power control be resumed as early as possible, this is all the more true that one should keep limited the additional delay caused to VoIp traffic by TPC reactivation through the HS-SCCH order.

We illustrate the gain and pain of the new HS-SCCH format on figures 3 and 4 below in such a scenario.

Figure 3 shows the case when the the HS-SCCH order part I is correctly detected. In this case the new format allows two more iterations of the power control preamble, which in turn allow to schedule earlier the the HS-PDSCH packet containing VoIp data with better power control (hence less DL interference and increase DL capacity). In the example of figure 3 the HS-PDSCH is scheduled 12 slots after the HS-SCCH order, so that the 1st VoIp HS-PDSCH packet can be power controlled taking into account the past HS-SCCH order ACK and the past preamble detection. Note that because the DRX has been deactivated by the HS-SCCH order the NodeB is free to schedule the packet at any time. Note also that the fact that the first HS-PDSCH packet can be power control pays back for the additional power needed  to transmit the HS-SCCH orders.
In the example of Figure 3  hence there have been 10 TPC iteration before the second HS-SCCH, and 12 of them before the HS-PDSCH, instead of respectively 8 and 10. According to Fig 4.2.2.3.3.2-1 of CPC Technical report [6] which is cut and pasted to the Annex of this document, these 2 additional slots yield of gain of roughly 1 to 2 dB @99% preamble detection probability.
Now, figure 4 shows the worst case effect of a false detection of part I by the UE. This causes UL DPCCH to transmit unwantedly two slots. This will not happen with a worse probability than the the HS-SCCH false detection requirement set by RAN4 in [5]/9.4 (25.101, HS-SCCH Detection Performance), that is to say from 1% to 5% according to radio conditions. However, this figure has to be divided by the DRX cycle length, for instance if we have a DRX cycle of two radio frames corresponding to a speech block we divide by ten the occurrence of this false detection probability figure. So even with bad radio condition 5% HS-SCCH false detection, would happen only 0.5% of the time. Furthermore, the case of this happen only during cycle_2 DTX condition, that is to say, in the case of VoIp service typically less than 50% of the time, so the occurrence of these 2 unwanted slots drops to 0.25% of the time. Finally, last but not least, considering the requirement from RAN4 as it is, is quite pessimistic at the system level, because these requirements are set for the situation when the UE is power controlled, and the HS-SCCH power is then also controlled. In the case that we are considering the UE is DTXed and not power controlled for a long period at the instant when the HS-SCCH order is received. This means that the HS-SCCH carrying the order is typically broadcast over the entire cell and the false detection over part I is typically significantly lower, and will concern typically only users at cell edge, typically no more than 30% of users. Then by this simple reasoning we may consider that this 0.25% drops to 0.25*0.3 = 0.075 %. Furthermore, these two slots happen only on HS-SCCH boundary, so this concerns two slot every 3 slots, so this percentage drops to 0.075*2/3 = 0.05%. In a nutshell this is as if all VoIp users were transmitting 0.05% of UL slots unwantedly. Furthermore, one need also to consider that the harm caused by those two unwanted slots is limited by the first slot power being set by open loop power control, and that having two additional TPC iteration allows to reduce the open loop power margin by 1 to 2 dB, ie at least 20%. 

Finally, it is to be noted that here we have a tradeoff situation between the UL and the DL: we harm a little the UL, but we benefit to the DL and to the service quality. We should secure the system by letting the operator to choose whether they want or not to use this depending on traffic conditions in their networks. As a matter of fact, we propose that the behaviour of the UE be configurable, that is to say for instance the flag UE_DTX_long_preamble could be tri-state :

· FALSE : same meaning as now

· TRUE : same meaning as now, “as soon as possible” means after end of HS-SCCH sub-frame

· TRUE_AND_MORE : same meaning as TRUE, “as soon as possible” means after end of HS-SCCH part I.

This approach would allow the operator to trade-off UL and DL capacity, because starting from part I degrades only the UL, but benefits to the DL.

Figure 33

set fg_extra_time  
3
 New HS-SCCH order format allows to make 2 additional iterations on power control
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Figure 44

set fg_false_dtect  
4
 False detection case of a HS-SCCH order 
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5. MIMO case

During RAN1#47bis Sorrento meeting it was commented that this proposal seemed not compatible with the rel’7 MIMO case. This is not correct : the same two proposals presented in this paper may apply also to the rel’7 MIMO case, because in MIMO the HS-SCCH part I also contains a CCS field that is compatible with rel’5/6 format and/or with agreement of [2].
6. Conclusion

In this paper we have made two proposals:

· Proposal 1 is an improved CCS encoding for 64QAM supporting users to which QAM is scheduled. This proposal has the following benefits:

· Maximizes the reuses of rel5/6 concepts, so that impact on specification is minimized, and re-design is easier

· Allow more flexibility of implementation in UE and UTRAN : like for release 5/6 it is not necessary to use a look-up table, but instead equations can be used

· Last but not least : minimize the impact on the UTRAN scheduler. The scheduler is a critical component of the system, and this benefit should not be disregarded.

· Proposal 2 is an improved HS-SCCH encoding for HS-SCCH orders with the following benefits:
· Better real time for CPC, 
· By earlier order activation this allows higher CPC power/interference saving performance as  UE_DTX_cycle_2 maybe made longer, or HS-PDSCH packet scheduled earlier, or with better power control.
· Even if we decide not to use this to activate the order earlier, this allows the UE to anticipate some order and take some action (like swithing one some synthesizer in advance, in case that the order is confirmed by CRC test) which relax the real time constrain on the UE.

· Even if earlier order activation is not used, this makes the HS-SCCH order format more futureproof as it allows to have early order activation (early meaning at end of part I) in the future.

· There are significantly more spare bits, hence more futureproofness

· Proposal 2 behaviour for earlier order activation maybe a configurable behaviour.

We propose that the two proposals described in this paper be adopted by RAN 1 to replace the current assumption. 
As an alternative to proposal 1 we do not object to “design 1” in [7] for CCS encoding, as long as it does not prevent proposal 2. 

“design 2” of [7] changes the decision that was taken in [2] concerning modulation scheme encoding. However it also allows a slight modification of our “proposal 2” : only one spare bit would be lost which is not a big deal, and if we keep “order type” over two bits, there would be only one activation/deactivation bit  left in part I, which is enough as the most important bit to receive with anticipation is the “DTX activation bit” because the UE may anticipate some action based on this information (like switching on some synthesizer) and the real time benefit for UE would remain.
7. Annex 1 : cut and paste from [6]
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Fig 4.2.2.3.3.2-1. Preamble Detection Probability for different preamble length and various channel models
7. Annex 2 : C++ code checking validity of formulae and of decoding algorithm

#include "fstream.h"

void main(void)

{


int o,p;

   ofstream trace;

   trace.open("trace.txt");

   for(int par = 0;par <= 1; ++par)

   {


   trace<<"HS-SCCH number parity = "<<par<<'\n';


   for(p =1; p<=15;++p)



   trace<<'\t'<<p;


   trace<<'\n';


   for(p =1; p<=15;++p)


   {




trace<<p;




for(o = 1;o<=15;++o)




{





int cg,co,hnp;





// code group indicator





cg = p-1 < 15-p ? p-1 : 15-p;





// code offset indicator





co = p >= 8 ? 16-o : o -1;





trace<<'\t';





if(o+p == 16 && p>= 8)






hnp = 0;





else






hnp = o&1;





if(o+p<=16 && hnp == par)






trace<<'['<<(cg*8+co/2)<<']'; 




}




trace<<'\n';


   }


   trace<<"\n\n";

   }

   trace<<"CHECK decoding\n";

   bool all_ok = true;

   for(p =1; p<=15;++p)

   {



for(o = 1;o<=15;++o)



{




if(o+p <= 16)




{





int cg,co; // code group and code offset





int deco,decp; // decoded code group and code offset.





cg = p-1 < 15-p ? p-1 : 15-p;





co = p >= 8 ? 16-o : o -1;





int com = co/2; 





int hnp;





if(o+p != 16 || p < 8)






hnp = o&1;





else






hnp = 0;





int cot = com*2 ;  // temporary code offset indicator





if(cot+cg < 15)





{






if(cot+cg +2-hnp > 15)






{







decp = cot+1-hnp ;







deco = cg +1;






}






else






{







deco = cot +2-hnp;







decp = cg +1;






}





}





else





{






deco = 16-cot-hnp;






decp = 15-cg;





}





if(deco != o || decp != p)





{






trace<<"NAK (o,p) = ("<<o<<','<<p<<')'<<" (deco,decp) = ("<<deco<<','<<decp<<')'<<"\n";






all_ok = false;





}




}



}



trace<<'\n';

   }

   if(all_ok)


   trace<<"ALL decoding is OK";

   trace<<"\n\n";

   trace.close();

}/* */
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