
3GPP TSG RAN WG1 #48                                                                        R1-070924
St.Louis, USA

February 12 – 16, 2007

__________________________________________________________________________

Agenda item: 6.9.2
Source: LG Electronics
Title: Downlink/uplink scheduling assignment
Document for: Discussion
__________________________________________________________________________

1. Introduction

In RAN1#47 meeting, it was agreed that downlink L1/L2 control signaling for downlink/uplink scheduling is to be mapped on the first n (n(3) OFDM symbols in each 1ms subframe. For the next step, further details such as method of resource assignment and coding of scheduling signals should be defined considering actual signaling overhead, etc. In this paper, we evaluate the overheads for scheduling signaling according to the resource assignment and coding options of scheduling signals.
2. Required number of bits for resource assignment
In this section, we evaluate the required number of information bits for downlink/uplink resource assignment (RA) for several RA options. 
Downlink

For downlink RA, we consider two possible options, so called, pure RB bit-map approach and RB group (RBG) bit-map approach.

· RB bit-map approach 

As well known, assignment for each RB is indicated by one bit in this approach. Required number of bits for RA, NRA, is equal to the number of RBs over system bandwidth, NRB, in downlink. That is,
NRA = NRB
· RBG bit-map approach 

In RBG bit-map approach, NRBperRBG RBs compose one RBG, then, a UE can be assigned multiple RBGs or RBs within a single RBG in a TTI. RA information consists of a single bit, which we call single RBG indicator (SI), to indicate whether single RBG is assigned or multiple RBGs are assigned. Figure 1 illustrates the RA information structure. When SI is set negative (SI=0), bit-map for RBG assignment , i.e. NRGB bits, follows SI bit, on the other hand, when SI is set positive (SI=1), index for the assigned RBG and bit-map for RB assignment within the RBG follow SI bit. To keep a same RA bit length and the same encoding structure for both SI=0 and SI=1 cases, dummy bits may be added. In this approach, RA information bit length is calculated as follows.
NRA = 1 + Max( NRBG , (log2(NRBG) ( + NRBperRBG )
[image: image1.emf]SI=0 Bit map for RBG

SI=1 Index for single RBG

Bit map for RB 

in the RBG

dum

my

1 bit N

RBG

 bits

élog

2

(N

RBG

)ù bits N

RBperRBG

 bits


Figure 1  RBG bit-map scheme for downlink resource assignment
Uplink

For uplink RA, we consider three possible options, so called, RB indexing, RBG indexing, and binary tree indexing.

· RB indexing approach 

RA information for uplink may consist of starting RB index and number of RBs assigned. Similar to HS-DSCH code assignment in UTRA, optimization of number of bits for RA is possible since a UE can be assigned only consecutive RBs not to break single carrier transmission characteristics. In this approach, RA information bit length is calculated as follows.

NRA = (log2(1+2+...+NRB)(
· RBG indexing approach 

In RBG indexing approach, consecutive NRBperRBG RBs compose one RBG, then, a UE can be assigned multiple RBGs or RBs within a single RBG in a TTI. RA information consists of a SI (single RBG indicator) bit to indicate whether single RBG is assigned or multiple RBGs are assigned. When SI is set negative (SI=0), RBG assignment information similar to that in RB indexing approach follows SI bit, on the other hand, when SI is set positive (SI=1), index for the assigned RBG and RB assignment information within the RBG follow SI bit. Figure 2 illustrates the RA information structure. To keep a same RA bit length and the same encoding structure for both SI=0 and SI=1 cases, dummy bits may be added. In this approach, RA information bit length is calculated as follows.

NRA = 1 + Max( (log2(1+2+...+NRBG)( , (log2(NRBG) ( + (log2(1+2+...+NRBperRBG)( )
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Figure 2  RBG indexing scheme for uplink resource assignment
· Binary tree indexing approach 

Currently, intra/inter-TTI frequency hopping is agreed on as one transmission mode in E-UTRA uplink. As one of the candidate methods for supporting frequency hopping without breaking single carrier transmission characteristics in uplink, we are considering ‘binary tree structure’ for uplink RA [1]. In this approach, RBGs are assigned following binary tree structure as illustrated in figure 3, where 8 RBGs over system bandwidth are assumed as an example. If we call circular points in figure 3 as ‘nodes’, RBG assignment to a UE in a slot should fill up all the branches from a node. That is, Node B scheduler can assign a UE 1, 2, 4, 8 RBGs which branch out from an arbitrary node. In case of single RBG assignment to a UE, we assume only one RB within that RBG can be assigned to the UE to support hopping within that RBG. Tdoc [1] can be referred to for more details about hopping operation with binary tree structure. 
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Figure 3  Binary tree structure for uplink resource assignment
In this approach, RA information can simply indicate a node index (or RB index when a single RB is assigned), and the RA information bit length is calculated as follows

[image: image4.wmf](

)

é

ù

RBperRBG

RBG

RBG

2

2

RA

N

N

N

2

2

1

log

 

=

 

N

×

+

+

+

+

+

L


Examples of required number of RA bits
Table 1 below shows the number of RA bits based on the RA information options and calculations above. In the table, 6, 12, 24, 48 and 96 RBs for 1.25, 2.5, 5, 10 and 20 MHz system bandwidth are assumed respectively.

Table 1  Required number of RA bits
	
	
	N_RBperRBG (when RBG used)
	1.25MHz
	2.5MHz 
	5MHz 
	10MHz 
	20MHz 

	DL
　
　
　
　
	RB mapping
	　
	6
	12
	24
	48
	96

	
	RBG mapping
　
　
　
	2
	5
	7
	13
	25
	49

	
	
	3
	5
	6
	9
	17
	33

	
	
	4
	N/A
	7
	8
	13
	25

	
	
	6
	N/A
	8
	9
	10
	17

	UL
　
　
　
　
　
　
	RB indexing
	　
	5
	7
	9
	11
	13

	
	RBG indexing
　
　
　
	2
	5
	6
	8
	10
	12

	
	
	3
	4
	5
	7
	9
	11

	
	
	4
	N/A
	5
	6
	8
	10

	
	
	6
	N/A
	4
	5
	7
	9

	
	RBG tree indexing
　
	3
	4
	5
	6
	7
	8

	
	
	6
	N/A
	4
	5
	6
	7


3. Overall downlink overhead for scheduling signaling
In this section, we evaluate the control channel overhead for scheduling (Cat1/2/3) signals reflecting RA information options calculated in previous section. It should be noted that we ignore Cat0 signaling overhead in this paper while we discuss that in another paper [2].

· Basic assumptions on scheduling information
For the evaluation of signaling overhead, we make assumptions on information bits for scheduling signaling below, which are mainly referring to TR25.814 [3]. Numbers in parentheses indicate the number of bits for the corresponding information. 
· Downlink scheduling information (adaptive/asynchronous HARQ basis)

· Cat1: RA (number of bits dependent on the RA schemes), UE ID (16)
· Cat2/3: Modulation/Payload (8(2), HARQ process (3(2), RV (2(2)
· Basic MIMO information (2)

· FFS: further MIMO related information, duration, NI, etc.
· Uplink scheduling information (non-adaptive/synchronous HARQ basis)

· Cat1: RA (number of bits dependent on the RA schemes), UE ID (16)

· Cat2/3: Modulation/Payload (8)
· FFS: MIMO related information, duration, HARQ related information, etc.
In the downlink scheduling information above, we assume ‘basic MIMO information’ indicates basic MIMO related information such as MIMO mode or number of MIMO transmission codewords, etc. In the above, we also assume that Cat2/3 signal consists of information for two independent MIMO codewords. From now on, we will not consider information under ‘FFS’ above in the evaluation in this paper while we are not excluding that information for further discussion.
· Coding options for scheduling signal
We consider three coding options for downlink scheduling signal and only one coding option for uplink scheduling signal.
· Downlink
· Option (A): All the scheduling information is coded together and signaled within the first n OFDM symbols in a 1ms subframe. UE ID is masked with 16 bit CRC

· Option (B): Scheduling information is separated by two parts and coded separately. Part1 is signaled within the first n OFDM symbols in a 1ms subframe. Part2 is signaled within the RBs assigned for downlink data transmission.

· Part1: RA, basic MIMO information, UE ID (masked by 16 bit CRC) 
· Part2: Cat2/3 for 1st and 2nd MIMO codewords, 4 bit CRC

· Option (C): Scheduling information is separated by two parts and coded separately. Part1 is signaled within the first n OFDM symbols in a 1ms subframe. Part2 is signaled within the RBs assigned for downlink data transmission.

· Part1: RA, basic MIMO information, Cat2/3 for 1st MIMO codeword, UE ID (masked by 16 bit CRC)

· Part2: Cat2/3 for 2nd MIMO codewords, 4 bit CRC

· Uplink

· All the scheduling information is coded together and signaled within the first n OFDM symbols in a 1ms subframe. UE ID is masked with 16 bit CRC

· Control channel overhead for scheduling signal
Table 2 shows the required number of resource elements for each scheduling signal according to the RA and coding schemes, where 3 RBs per RBG (when used), QPSK and 2/3 coding rate are assumed. It should be noted that we used the high code rate r=2/3 (which we think maximum) to obtain a rough view on the maximum supportable number of scheduling signals even though the code rate for scheduling signals can be lower depending on each UE’s radio channel environment. From the results in the table, we can observe the followings.
· If 12 scheduling signals are to be supported for both downlink and uplink in 10 MHz system band, around 1200 resource elements are required with pure RB mapping scheme. This amount almost fills out 3 first OFDM symbols assuming RS overhead for 4 Tx antennas. Considering code rate higher than 2/3 for control signaling and other potential overheads such as PCH, this overhead is too much a burden.  
· With RBG mapping scheme and coding option (A), around 1000 resource elements are required to support 12 scheduling signals for both downlink and uplink, while less than 900 resource elements are required with RBG mapping scheme and coding option (B) or (C). However, option (B) or (C) require considerable amount of resources in data part for Part2 signaling.
· For uplink scheduling signals, different RB mapping schemes doesn’t show big difference in the supportable number of uplink scheduling signals, while RBG schemes support slightly large number of uplink scheduling signals than pure RB indexing scheme.

· With  RBG mapping and coding option (B) in downlink scheduling, the required amounts of resource elements for  a downlink scheduling signal and an uplink scheduling signal are similar, which may lead to a simple multiplexing of downlink and uplink scheduling signals within the first n OFDM symbols. Option (C) also has a similar possibility if some adjustment of coding rate or addition of dummy bit is used.
Based on the observations above, we think RBG mapping with coding option (B) or (C) is most practical candidate for downlink scheduling signal design. However, the control signaling overhead in data RB part of option (B) and (C) should be verified further. For the design of uplink scheduling signal, the choice may be dependent on the other aspects such as design of uplink frequency hopping, etc.

Table 2   Control channel overhead for scheduling signal
	
	DL
	UL

	RA schemes
	RB mapping
	RBG mapping
	RB indexing
	RBG indexing
	RBG tree indexing

	Coding options
	(A)
	(B)
	(C)
	(A)
	(B)
	(C)
	　
	　
	　

	# elements in a Part1 signal
	75 
	54 
	63 
	51 
	31 
	40 
	32 
	31 
	29 

	# elements in a Part2 signal
	0 
	30 
	20 
	0 
	30 
	20 
	0 
	0 
	0 


3. Conclusions
In this paper, we made a rough evaluation of the downlink control signaling overhead for downlink and uplink scheduling signals considering several resource assignment and coding options. From the evaluation results, we suggest considering RB grouping as a basic resource assignment scheme for downlink to reduce scheduling signal overhead. We also suggest investigating some separation of a downlink scheduling signal over the first n OFDM symbols and data transmission parts further.
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