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1. Introduction

In RAN1#47 it was decided that downlink control signaling is located in the first n OFDM symbols with n ( 3 and with the earliest DL data transmission start at the same OFDM symbol as the control signaling ends. Each UE is required to monitor multiple convolutionally coded control channels. Each control channel carries information for one MAC ID and supports at least two formats.  In this contribution, the downlink L1/L2 non-persistent control channel (CCH) design is considered.
2. CCH Performance Techniques
Figure 1 shows one implementation of the TDM separate-coding scheme for n=2.  Frequency diversity is obtained for the control channel where the resource elements (REs) of each control channel element (CE) - where a control channel is composed of 1 or more CEs - are distributed over the entire bandwidth of all n control symbols. The number of REs for each CE will be less in the first control symbol than the second considering DL RS, cat ‘0’ region (if present), and UL ACK/NACK overhead (ignored in diagram) but this is better from a power sharing perspective than restricting REs of a CE to be in only one control symbol.
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Figure 1 – Separate coding CCH TDM format

Several important techniques to enhance CCH transmission reliability are highlighted as follows:

· Power control: Power sharing may be applied between CCHs. A wide-band CQI determines CCH power control and corresponds to distributed resource element allocation for CCHs.
· Interference avoidance: Obtained by offsetting CCH starting location within different eNodeB.

· Link Adaptation: Having coding as a coarse link adaptation with power control secondary helps minimize the effects of (a) other cells doing similar power balancing, and negating the effects, and (b) power control error. A small MCS set is used based on aggregation.
· Admission control: A UE with CQI lower than a threshold should not be scheduled immediately, but deferred a few TTI until CQI improves. This threshold is in addition to the ‘normal’ proportional fair metric (PFM), and is shown to minimize control channel resources and improve sector throughput without affecting fairness (normalized user throughput CDF)
· Packing: Remove UE CCH from scheduling decision queue when insufficient CCH resource elements (REs) in TTI.  UE’s PFM continues to evolve so it is more likely a scheduling candidate in the following TTIs. The CCH resource can then be reallocated to another UE with better coverage.
3. CCH Techniques Discussions
CCH Performance
Our results show marginal performance loss for n=2 for the 5 MHz case3 (1732m, 20dB PLoss) assuming 46bits for downlink grant and 38bits for uplink grant (including CRC) and a maximum of 6DL and 6UL schedulable UEs per subframe. Results for 20 MHz with n=2 also show negligible performance loss of around 1 or 2% compared to ideal control channels and where we get the same fairness in both cases (20MHz: DL CCH: 67 bits, UL CCH: 41 bits). 
The 5MHz carrier is the limiting case (compared to 10 and 20 MHz) with regard to running out of CCH resources since the maximum number of scheduled UEs per subframe is not 2x and 4x of the 5MHz case (6 - 5MHz, 10 - 10MHz, 18 - 20Mhz) and the uplink scheduling grant size only increases slightly at the higher bandwidths. Therefore, we use 5MHz carrier bandwidth as an example for CCH design study, and 10/20MHz design will be studied whenever necessary (e.g. for hardware overhead regarding number of detections required).
Need for dynamic n
We see n=3 usage more for 4x2 or 4x4 MIMO to account for extra RS (pilot) overhead in the first symbol or possibly n=3 also if pilot boosting is used for most of the RS REs in the 2TX antenna case depending on the boosting reason.  Our analysis shows at most a 2% benefit for toggling between n=1 and n=2 for case3, comparing to a constant n=2 configuration. Therefore, the gain in system performance by adapting n is negligible. In summary, n adapted to transmission configuration at a slow pace (semi-static) is preferred given a scheduler that is channel sensitive for both the control channel as well as the data channel.  If the channel sensitive scheduler does not also account for the control channel then dynamic n may avoid some performance degradation or scheduling limitations.. However, we think accounting for the control channel should be an obvious extension to channel sensitive schedulers - similar to accounting for code and power requirements for the HS-SCCH based on CQI when scheduling in HSDPA networks.
UE Complexity & CRC falsing
Hence, the main reason (at least in our view) to consider dynamic 'n' alone or along with 'scheduled UE info' is to address both hardware complexity (#detection attempts taken by a UE for detecting a possible control channel in a subframe) and whether a 16-bit CRC is somehow inadequate such that CRC falsing will otherwise degrade system/user performance. Some assumptions/assertions:

· The most important understanding of CRC falsing is the resulted system impact. It would seem false detection of uplink scheduling grants would have the biggest impact since a UE can inadvertently transmit on another UEs RBs; on downlink perhaps the biggest impact is an infrequent corrupt soft buffer and some confliction on ACK/NACK in uplink transmission.

· Probability of misdetection is ~ 2 (-CRCsz) where the CRCsz =16 bits for the DL L1/L2 CCHs.

· 'Cat0' field broadcast to the edge of the cell (and not just to scheduled UEs) is needed to prevent CRC falsing.  This assumes all schedulable UEs will be performing detection attempts on each subframe for k candidate control channels.

· One way to reduce detection attempts is for the UE and Node-B to restrict the CCH candidate search space based on e.g. the UEs reported CQI. If this is not adequate then some number of bits might be signaled via ‘Cat0’.
In any event some level of falsing occurs with or without 'Cat0'. Also the 'Cat0' itself creates additional CCH error conditions such that undetected errors can occur resulting in different 'n' or 'scheduled UE info' than was actually selected and transmitted by the Node-B.  Therefore, Cat0 may not necessarily (nor completely) solve the CRC falsing problem. Furthermore, the CRC falsing occurs 0.009% when only 6 CCH detection attempts, and with 30 detection attempts this might increase to 0.046%. Given the low CRC falsing probability, an infrequent recovering signal can be used with better performance and less overhead instead of Cat0 every TTI.
 

In the end the simplest solution, if it is shown that there is indeed a problem, may be to increase the CRC by 2-bits from 16 to 18-bits. Besides this, some extra techniques can be used to help preventing CRC falsing, such as:
i) Checking the integrity of control signaling content, such as consistency of HARQ information of downlink scheduling requests for retransmissions

ii) Use of Viterbi metrics, SER, or energy metrics (etc) to help minimize false detections
iii) Use recovering signals when CRC falsing is detected at eNodeB by ACK/NACK reasoning.
 

MIMO and Precoding Support: 'Cat1,2,3' in one code word or separate 'Cat1' and 'Cat2,3'?
Our view is that Cat1,2,3 can be coded together if we jointly define the modulation, number of streams, and payload as a single field.  Given we decide to have a 5-bit MCS field for the single stream case then presumably we could get by with a 9-bit MCS field (log 2(32+31+…+1)) for the 2 and 4 stream (2 MIMO code words) case. Perhaps even 8 bits with some degree of quantization.  If we keep the sizes of the downlink single stream and multistream control channels the same size (e.g. 46 bits) then we also keep UE detection attempts reasonable.  That still leaves how to support transmitting a precoding vector on the downlink. (See R1-070793 for more detailed discussions about CCH format for MIMO transmission.)
All (Cat1,2,3) categories inside one code word is our preference and also to have the payload size (<50 bits) of the control channel code word not vary whether single stream or multistream transmissions are scheduled.  If separate coding of 'Cat1' and 'Cat2,3' is chosen then two code words would be needed to preserve micro-sleep. It is also preferable that the payload sizes are fixed in this case.
4. Convolutional Coding and Link Adaptation
Reliable cell edge coverage requires an effective coding rate of ~ R=1/9 [5].  With multiple CCHs it is possible to borrow power from other (persistent, non-persistent, UL ACK/NACK) CCHs assigned to less coverage limited UEs and relax the worst case required encoding rate.  The number of REs (
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) required to support 30 information bits + 16-bit CRC (Npayload =46) with R ~ 2/3 convolutional coding and QPSK modulation corresponding to ~30% area coverage is:
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 = 36 ~ (30 info bits + 16 bit CRC) / ((2/3) x 2)
For good CCH performance different coding schemes are necessary.  One approach is to define a set of control channel elements (CE) all of the same size (e.g. 36 REs) with one coding rate set for DL scheduling grants and another for UL.  Multiple CEs can be combined to effectively reduce effective coding rate as indicated in Table 1. With CEs of size 36 RE then a total of 13 (e.g. 468 REs total – see ANNEX A) can be supported for the 5 MHz carrier case. Chase combining can be used given the CEs are identical (repeated). A UE control channel assignment would be based on DL CQI information reported by each UE.  
Table 1 – 5 MHz Example: Predefined Effective coding rates for L1/L2 CCHs


[image: image4.emf]#CE

Aggregated UL Non-Persistent DL Non-Persistent

(36 RE each)

(N

payload

=38 bits) (N

payload

=46 bits)

1 0.528 0.639

2 0.264 0.319

3 0.176 0.213

4 0.132 0.160

5 0.106 0.128

6 0.088 0.106

7 Not Used 0.091

Effective Encoding Rate (R) for CCHs

UL MCS    

R ~1/2 CEs combined to 

achieve lower 

Effective R

     DL MCS,  R ~ 2/3            


For the 5MHz carrier example there are 13 CEs each with 36 REs.  Combining of different numbers of CEs results in different search patterns or combining candidates as shown below in Figure 2.  A UE would try each pattern to detect its CCH.  The number of decoding attempts could be reduced by signaling (e.g. broadcasting several 2 bits for downlink and 2 bits for uplink) or by organizing the order of the attempts based on some criteria, e.g., UE reported CQI.  With different MCS for UL and DL then the same UEID can be used to mask the CRC.  System performance results (see ANNEX B) show no significant degradation for this technique and also showed almost no sensitivity to whether Chase or IR combining was used.
Decoder hardware overhead discussed in ANNEX C show a small overhead to support control channel detection and decoding.  
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Figure 2 – Search Patterns for a control channel detection procedure

5. Conclusions 

A simple downlink L1/L2 non-persistent control channel design has been proposed based on fixed size control channel elements which are combined in a predetermined manner to achieve different effective coding rates.  Each UE attempts UL and DL CCH detection by searching for combining candidates.  Negligible system performance loss was shown for the CCH design.  The following is then proposed:
- Fixed size control channel elements (CEs) 
- Combining of CEs to achieve different effective encoding rates (format types)

- Minimize #CCH detection attempts and n while achieving >98% capacity (e.g. for case 1 and 3)
- UEs monitor subset of possible control channels but without need of signaling to direct searches
- Physical mapping of ACK/NACK channels is implicitly derived based on the physical location of the successfully decoded control channel.

- If n increases due to DL RS overhead for MIMO then the #CEs remains the same but the #REs per CE increase to maintain coverage for the MIMO UEs..  Keeping #CEs constant reduces UE search complexity given there is no need to increase the number of UEs scheduled per subframe.
- For higher bandwidth carriers both the #CEs and the #REs per CE increase to account for the larger resource allocation map and the need for increased number of scheduled UEs. The size of each CE can be decided to provide R=2/3 coding rate.
- Cat0 is not necessary for small bandwidths, and can be 2 bits for DL and 2 bits for UL in large bandwidth to facilitate CCH detection attempts. 
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ANNEX A – Max #Detection Attempts of L1/L2 CCHs

The RE allocation for Reference symbols (RS), L1/L2 CCHs and UL ACK/NACKs is given by Table B1.

Table B1 – Control RE Allocation for n=2, (5 MHz carrier example)
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Description

Type (#REs)

L1L2 CCHs 468 - 13 Control channel elements (CEs) of size 36 REs

UL ACK/NACK 32 - Orthogonal coding can be used (CDM)

Cat0 L3 Signaling* - CE patterns for DL and UL, 

n

RS - 2 antennas 100 - 2 TX antenna overhead but only 1 TX antenna link used**

Total 600  

*L3 used in example but other 'Cat0' signalling possibilities exist (e.g. n could be broadcast in control region)
** Note 50 REs were not used since (1x2) was simulated but 100 REs were reserved for DL RS (2x2).
Number of Detection Attempts
The number of CCH detection/decoding attempts a UE performs is dependent on the number of aggregation candidates but can be reduced with a priori information.  A detection attempt consists of decoding a predetermined combination of CEs referred to as a search pattern or aggregation candidate. There are 17 DL aggregation candidates and 15 UL for a L1/L2 control channel procedure (see Figure 4).  The maximum number of required decoding attempts (MDA) for the proposed procedure is given by

MDA = 32 = (17 DL + 15 UL aggregation candidates) 



(B1.0)

Based on its previously reported CQI a UE could order the aggregation candidate list so that it searched for the candidates better corresponding to its reported CQI.  Lower CQI UEs (for 30%+ coverage) would start with the 7 DL candidates having Nce=3, 4, or 5 while higher CQI UEs (for 70%+ coverage) start with the 10 DL candidates having Nce =1, 2.  Equation B2.0 gives the average detection attempts given CQI conditioning. 

ADA (CQI) = 18 = (((10+10) x 0.70)higher cqi + ((7+5) x 0.30 )low cqi )

(B2.0)

An alternative technique to reduce MDA to 21 is to signal per TTI whether the maximum number of CE allocated to a single UE for a given TTI exceeds 3 for DL and 2 for UL.  If only 2bits are signalled (1 per DL and UL) then MDA = 21 and by also using CQI the ADA can be 12.  If 4 bits are signalled (2 per DL and UL) then MDA = 15 and by also using CQI the ADA can be 8.  However, we prefer not to send any bits since the hardware overhead is not significant with MDA=32 (or even 108).
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Figure 4 – DL (left figures) and UL (right figures) Search Patterns and possible CE combinations

ANNEX B –L1/L2 CCH System Simulation Performance Results

Here we present some system evaluation for case 3 with 5MHz carrier on the proposed CCH implementation (13CE with 36 REs each). Assume there is 1dB CQI estimation error on each subcarrier. Simulation assumptions are given in Table D1. The performance with perfect and bitmap CQI feedback with or without CCH modeling is given in Figure 5. It is clear that with practical channel estimation and feedback assumption, the proposed CCH implementation with 13CE brings negligible performance loss. A 20MHz carrier system is also simulated with and without CCH modeling. Again a small performance loss is observed.
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Figure 5 – T-put: Case3 with 5MHz Carrier, 1dB CQI Est. Error, w/wo CCH modeling
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Figure 6 – Fairness: Case 3 with 5 MHz Carrier, 1dB CQI Est. Error, w/wo CCH modeling
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Figure 7 – Tput: case 3 with 20MHz carrier, w/ or w/o CCH modeling ‘n=2’
Table C1 - System Simulation Assumptions

	Parameter
	Assumption

	Cellular Layout
	Hexagonal grid, 19 cell sites, 3 sectors per site

	Distance-dependent path loss
	L=128.1 + 37.6log10(.R), R in kilometers

	Lognormal Shadowing
	Similar to UMTS 30.03, B 1.41.4 

	Shadowing standard deviation
	8 dB

	Correlation distance of Shadowing
	50 m  (See D,4 in UMTS 30.03)

	Shadowing correlation
	Between cells
	0.5

	
	Between sectors
	1.0

	System Evaluation Scenario
	Case 3 (1732m ISD, 20dB penetration loss, 5MHz BW)

	Antenna pattern (horizontal)

(For 3-sector cell sites with fixed antenna patterns)
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	Channel model
	6-ray GSM Typical Urban (TU)

	Total BS TX power (Ptotal)
	43dBm and 46dBm

	Antenna Bore-sight points toward flat side of cell (for 3-sector sites with fixed antenna patterns)
	


	Users dropped uniformly in entire cell
	


	Minimum distance between UE and cell
	35 meters

	AMC
	ON  (2/3<MCS<5)

	HARQ
	IR with N=6 stop-and-wait HARQ protocol

	OFDM symbols (Data symbols) per subframe
	14(12)

	Scheduler
	PF (both in time and frequency domain)

	Link Mapping
	EESM

	E-UTRA BS Transmitter  x UE Receiver
	1x2  (note DL RS overhead assumed 2 TX antenna)

	Other Cell interference
	Depends on the power profile used


ANNEX C –L1/L2 CCH Decoder Hardware Overhead
CC Decoder

Estimate of gate count for 3GPP K=9, R= {1/2, 1/3} tail biting convolutional coder to achieve 18 Mbps throughput is 120k.  This is a very pessimistic assumption and a more realistic gate count is assumed to be closer to 80k. An 18 Mbps throughput means handling a 24-bit codeword every 1.33us. For current LTE numerology, shortest OFDM symbol duration is approximately 1ms/14 = 71.4us. A simplistic calculation yields that ~54 decodes (=71.4/1.33) per OFDM symbol is possible and 108 decodes total in n=2 symbols subject to some variation with code rate, MCS, etc.  This assumes tail biting convolutional coding

32 maximum decodes needed << 108 decodes possible in n=2 symbols

TC Decoder

Based on typical gate counts for TC and CC we estimate the hardware overhead (ratio of control CC to TC decoder hardware) for different UE classes to be:
· LTE Peak Rate 33 Mbps:  8.6%
· LTE Peak Rate 66 Mbps:  3.9%
· LTE Peak Rate 132 Mbps:  1.9%
Hence, the required control CC decoder relative to required TC decoder hardware is less than 10% for a TC decoder with a peak throughput rate of 33 Mbps and less than 2% for a peak rate of 132 Mbps.

Table C1 gives a conservative estimate of the ACS related operations for a tail biting CC in that it assumes null state operations (when trellis stages are punctured) take place. It also shows that the combining process is insignificant compared to other CC decoding operations. 

1. The CRC (syndrome) computation is also negligible compared to ACS.

2. Computation here for 5MHz – extensible to 20MHz by simple extension by 4x etc.

3. IR would require new encoder that would increase branch metric computational cost in proportion to #states – hence simple Chase combining is preferred.
Table C1 – Combine and Decode complexity for CC with tail biting
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Information Word Length Bits 38

CE Dimension Subcarriers 32

Conv Code #States States 256

#ACS Related Additions Adds 19456

#CE's (Total) - MCS 1 CE's 7 1

#CE's (Total) - MCS 2 CE's 4 2

#CE's (Total) - MCS 3 CE's 3 3

#CE's (Total) - MCS 4 CE's 2 4

#CE's (Total) - MCS 5 CE's 1 5

Starting Location Hyp. MCS # Combine Adds # Decodes #ACS Rel. Complexity

1 1 192 1 19456 1.01

2 96 1 19456 1.00

3 64 1 19456 1.00

4 32 1 19456 1.00

5 0 1 19456 1.00

2 2 96 1 19456 1.00

3 64 1 19456 1.00

4 32 1 19456 1.00
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5 0 1 19456 1.00
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MDA 16.04
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		Control/Reference		NRE		Description

		Type		(#REs)

		L1L2 CCHs		468		- 13 Control channel elements (CEs) of size 36 REs

		UL ACK/NACK		32		- Orthogonal coding can be used (CDM)

		Cat0		L3 Signaling*		- CE patterns for DL and UL, n

		RS - 2 antennas		100		- 2 TX antenna overhead but only 1 TX antenna link used**
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