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1
Introduction
With frequency reuse 1, uplink interference control is very important even with orthogonal intra-cell transmission such as in E-UTRA. The inter-cell interference dictates the cell edge coverage as well as the control channel reliability.

Uplink interference control can be done either by L1 based load indication [1][2] or through backhaul inter-NodeB communication [3]. With L1 based approach, each cell broadcasts an uplink load indicator in the downlink periodically, and UE listens to the load indicator bits from its dominant interfering cell and adjusts its Tx PSD accordingly. With backhaul based approach, each Node-B measures received interference level and sends the information to the neighbouring Node-Bs through backbone networks. The UE Tx PSD can then be adjusted either by explicit power control commands/scheduling grant messages from Node-B; Node-B could also broadcast load commands within the cell and UE adjusts its Tx PSD appropriately.   
Compared to L1 based approach, load control through backhaul typically involves heavy inter-NodeB communication, slow update and large delay. 
In this contribution we evaluate the impact of the delayed load control via backhaul on the system performance. 
2
Simulation Setup 
In this section, we study the impact of the delayed load control information via backbone inter-nodeB communications in terms of cell spectral efficiency, 5% coverage and IoT variation. The UE Tx PSD is adjusted by downlink grant messages when it is scheduled. Note that we assume the IoT control update is the same as L1 based approach, which is fairly optimistic for the network based approach.

The rest of the simulation assumptions are listed in Appendix A. 
The sensitivity of load control through backhaul is evaluated by playing with various backhaul delays. The results are summarized in Table 1. The detailed IoT distributions are shown in Figure 1.
	Backhaul delay (ms)
	Spectral efficiency (b/s/Hz)
	5% Spectral Efficiency

(b/s/Hz)
	Mean IoT (dB)
	Std. Deviation (dB)

	L1 based
	0.83
	0.025
	4.51
	0.73

	30
	0.79
	0.027
	4.58
	1.37

	50
	0.77
	0.027
	4.57
	1.75

	70
	0.72
	0.026
	4.55
	2.05

	90
	0.67
	0.026
	4.50
	2.24


Table 1
Impact of delayed load control through backhaul
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Figure 2 CDF of IoT with delayed load control through backhaul
It is seen from these results that with a backbone delay in the range of 50 – 90 ms significant degradation can be observed. Delayed load control results in a much larger IoT variation as well as a much lower system throughput.

3
Conclusions
Based on the results shown in this document, we observe:
· The system performance is very sensitive to the delay of the interference control information involved in the backhaul
· Delayed interference control could result in a much larger IoT variation as well as a lower system throughput
· L1 based approach can provide a fast and tight interference control
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Appendix A
-- System Simulation Assumptions 
The overall system assumptions are shown in Table 2. 

	Parameter
	Configuration

	Layout
	19 Node-B, 3-cell wrap-around layout

	Traffic model
	Full buffer

	#UE per cell
	10

	Max UE Tx Power
	21 dBm

	Channel update
	per slot (0.5ms)

	TTI
	1.0 ms

	Control overhead 
	29%

	Duration
	20 s + 2 s warm-up

	HARQ
	Max. # of Txs = 3

# of HARQ processes = 6

Retransmission delay = 6ms

Ack/Nack errors = 0%
Re-transmissions are  synchronous with same RB and TF allocation

	Intra-cell power control
	Once every 10ms, Up/Down step size 1dB


	Inter-cell power control
	Once every 10ms, Up/Down step size 0.5dB 



	Scheduling process
	Decentralized Node-B scheduler with 1 serving cell per UE = best DL (same as HSDPA serving cell). No macro diveristy.

	Scheduling algorithm
	Proportional fair with sub-band scheduling

	Scheduling delays
	DL Scheduling Period

1.0 ms

DL Grant delay

2 sub-frames

Uplink SI delay

1 sub-frame

Uplink SI frequency

Once every 10ms



	Data associated UL control signalling
	No data associated UL control signalling is assumed. UE obeys the BW and TF allocation sent down from Node-B. PSD offset and Tx PSD are adjusted accordingly when UE reaches the max. Tx power.

	Decoding
	AWGN link level curves with EESNR mapping

	Channel Estimation
	Realistic 


Table 2: System configuration
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