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1. Introduction
In [1], layer permutation and no layer permutation are compared in the 2x2 MIMO in terms of feedback overhead and throughput performance. The layer permutation provides a significant throughput gain and a feedback overhead gain over the no layer permutation in the 2x2 MIMO [1]. In this contribution, we compare the layer permutation and the no layer permutation in the 4x4 MIMO, assuming 2 codewords at maximum, which was agreed upon as a working assumption in 3GPP TSG-RAN WG1 #46bis meeting.

The use of max 2 codewords [2] in the 4x4 MIMO provides several design options. Throughout the analysis, we assume that the 4x4 DFT based virtual antenna transmission is used and the virtual antenna subset selection is performed over all the ranks with the sum-capacity maximization criterion. 

The cases of Rank 1 and Rank 2 are straightforward, which may use the conventional layer permutation or no layer permutation. The cases of Rank 3 and Rank 4 have more options, among which we will recommend only one through the analysis:

· Rank 1 (1 codeword) – The best virtual antenna out of {1}, {2}, {3}, and {4}

· Rank 2 (2 codewords) – The best virtual antenna subset out of {1,2}, {1,3}, {1,4}, {2,3}, {2,4}, and {3,4}

· Rank 3 (2 codewords) – The best virtual antenna subset out of {1,2,3}, {1,2,4}, {1,3,4}, and
{2,3,4}.




With layer permutation – The selected virtual antennas are uniformly permuted, with the first 











codeword using one virtual antenna and the second codeword having two










virtual antennas




With no layer permutation – The first codeword uses the 1st virtual antenna and the second 













codeword uses the 2nd and the 3rd virtual antennas in the selected 












subset
· Rank 4 (2 codewords) –  {1,2,3,4}





With layer permutation – The selected virtual antennas are uniformly permuted, with the first 












codeword using two virtual antennas and the second codeword having 












the other two virtual antennas





With no permutation and no group selection – The first codeword uses {1,2} and the second 


















codeword
uses {3,4}





With codeword permutation and group selection – The best virtual antenna grouping out of 













{{1,2},{3,4}}, {{1,3},{2,4}}, and {{1,4},{2,3}} is selected with each 












codeword using two virtual antennas. Then, the two groups of virtual 












antennas are uniformly switched and used for the first and the second 












codewords.  






With no codeword permutation and group selection – The best virtual antenna grouping
out of












{{1,2},{3,4}}, {{1,3},{2,4}}, and {{1,4},{2,3}} is used for
the first and 











the second codewords without group switching
Note that we need to feed back one of 15 virtual antenna subsets with no group selection and one of 17 virtual antenna subsets/grouping with group selection (i.e., one additional feedback bit for group selection). In the following sections, we evaluate the following options:


 1) No Layer Permutation Based Schemes

· PGRC NLP - Per codeword rate control with no permutation, with no group selection
· PGRC NCWP GS – Per codeword rate control with no permutation, with group selection 
2) Layer Permutation Based Schemes
· PGRC LP - Per codeword rate control with layer permutation for ranks 2, 3 and 4, with no group selection
· PGRC CWP GS - Per codeword rate control with layer permutation for ranks 2 and 3 and codeword permutation for rank 4, with group selection 

2. Simulation Set-up

In the 3GPP TSG-RAN WG1 #46bis meeting and the following email discussions, we agreed on using a fine granularity MCS (with 1dB or lower granularity) to accurately evaluate the performance of layer permutation and no layer permutation [3]. At the same time, we also agreed that the CQI impairment should be considered in comparing the practical performance of layer permutation and no layer permutation.
In this contribution, we focus on the evaluation of the 4x4 MIMO, while [1] analyzes the 2 transmit antenna cases. We restrict our analysis to the low-speed mobile (from 0 to 15 kmph) [4] for the 4x4 MIMO. 
Table 1 and Table 2 describe the numerology and the resource allocation for the link throughput simulation. Transmitter, channel, and receiver configurations are as follows:

· 4x4 (maximum 2 codewords) antenna configurations 

· 4x time-frequency FDM scattered pilot structures

· Bandlimited white interference and noise

· 5MHz BW SCM-C channel – 3kmph and 15kmph [4]
· Channel estimator length – 15 OFDM symbols

· Feedback delay for CQI and preferred virtual antenna subset –  3 TTIs (or, 3ms) and 5TTIs (or, 5ms)
· Generation of CQI and preferred virtual antenna subset –  Modulation order constrained (up to 64QAM) capacity formula based effective SINR method averaging the MMSE output SINR of individual tones

· Number of  parallel H-ARQ processes – 6

· Maximum number of retransmissions – 4 (including the first transmission)

· Adaptive H-ARQ BLER control – 10% BLER target after the first transmission 

· Signal detection – MMSE-SIC
· Transmit precoding – Virtual antenna subset selection with DFT signaling matrix

· Sub-band scheduling – 3 sub-bands are assumed in 5MHz system BW (i.e., 1.5MHz BW per sub-band).
· Data transmission bandwidth – 5 resource blocks 
	Subframe duration
	0.5 ms

	TTI
	1 ms

	Symbols / Subframe
	7

	FFT size
	512

	Tone spacing
	15 KHz

	Flat guard samples 

(Number of symbols)
	29 (4)

28 (3)

	Flat guard period 

(Number of symbols)
	3.78 µs (4)

3.65 µs (3)

	Window length 

(Number of samples)
	1.04 µs (8)

	Guard tones per symbol
	212

	Pilot tones per symbol
	50

	Pilot Ec/Ior
	- 8.23 dB

	Sub-band size (CQI reporting unit)
	1.5 MHz

	RB size
	180 kHz (12 tones)


Table 1
Evaluation Numerology
	Data bandwidth
	5 RBs

	Data Ec/Ior
	- 7.7 dB


Table 2
DL Data Resource Allocations for Simulation

	Packet format index
	Spectral efficiency per antenna on the

 1st transmission

(bits/tone)
	Modulation order

	0
	0.259
	2

	1
	0.396
	2

	2
	0.487
	2

	3
	0.579
	2

	4
	0.703
	2

	5
	0.841
	2

	6
	0.969
	2

	7
	1.118
	2

	8
	1.278
	2

	9
	1.444
	4

	10
	1.754
	4

	11
	1.971
	4

	12
	2.204
	4

	13
	2.447
	6

	14
	2.683
	6

	15
	2.922
	6

	16
	3.296
	6

	17
	3.571
	6

	18
	3.828
	6

	19
	4.115
	6

	20
	4.399
	6

	21
	4.681
	6

	22
	4.961
	6

	23
	5.224
	6

	24
	5.461
	6

	25
	5.653
	6

	26
	5.801
	6

	27
	5.801
	6

	28
	5.801
	6

	29
	5.801
	6

	30
	5.801
	6

	31
	5.801
	6


Table 3
MCS Table
Table 3 describes the MCS format table used for adaptive modulation and coding of each layer, which is composed of 32 entries (but the last 5 entries are reserved). Thus, we allocated 5 bits for the full CQI description. On the other hand, we allocated 2 bits for the incremental CQI description (i.e., effective SINR difference between two codewords) if spatially differential CQI is used.
We took a primitive precoding (i.e., virtual antenna signalling) by use of a fixed 4x4 DFT matrix throughout the simulations. We used the virtual antenna subset selection with the sum-capacity maximization criterion for all the evaluated MIMO schemes.
 Table 4 summarizes the overall CQI feedback overheads assumed in the simulations. When the incremental CQI is used for feedback reduction (i.e., (5+2) formats), the range of the delta CQI of the no permutation scheme was doubled with respect to that of the layer/codeword permutation scheme in order to cover both positive and negative gaps. In the case of the layer/codeword permutation scheme, the delta CQI is always non-negative and it includes 0dB in all the simulations.  
	PGRC LP - (5+2)
	7 bits (5 bits full CQI for the 1st CW + 2 bits delta CQI for the 2nd CW)

	PGRC CWP GS - (5+2)
	7 bits (5 bits full CQI for the 1st CW + 2 bits delta CQI for the 2nd CW)

	PGRC NLP - (5+5)
	10 bits (5 bits full CQI for the 1st CW + 5 bits full CQI for the 2nd CW)

	PGRC NLP - (5+2)
	7 bits (5 bits full CQI for the 1st CW + 2 bits delta CQI for the 2nd CW)

	PGRC NCWP GS - (5+5)
	10 bits (5 bits full CQI for the 1st CW + 5 bits full CQI for the 2nd CW)

	PGRC NCWP GS - (5+2)
	7 bits (5 bits full CQI for the 1st CW + 2 bits delta CQI for the 2nd CW)


Table 4
CQI feedback overhead per sub-band
3. Simulation Results

Figure 1 compares the throughput performances of PGRC LP with 7-bit feedback, PGRC CWP GS with 7-bit feedback, PGRC NCWP GS with 10-bit feedback, and PGRC NCWP GS with 7-bit feedback in the 3kmph SCM-C channel with the CQI reporting delay of 3 TTIs. PGRC LP with 7-bit feedback, PGRC CWP GS with 7-bit feedback, and the PGRC NCWP GS with 10-bit feedback provide almost the same throughput performance, while the PGRC NCWP GS with 7-bit feedback provides a poorer performance by about 1dB in a wide geometry range. Therefore, in consideration of both performance and feedback overhead, PGRC LP with 7-bit feedback is recommended.

Figure 2 evaluates the value of the group selection option for rank 4 with no permutation. The figure compares the throughput performances of PGRC NLP with 10-bit feedback, PGRC NCWP GS with 10-bit feedback, PGRC NLP with 7-bit feedback, and PGRC NCWP GS with 7-bit feedback in the 3kmph SCM-C channel with the CQI reporting delay of 3 TTIs. We observe that the group selection option for rank 4 improves the throughput performances very marginally at the cost of an increased feedback overhead for grouping information, thus we do not recommend using the group selection.

Finally, Figure 3 compares the throughput performances of PGRC LP with 7-bit feedback, PGRC NLP with 10-bit feedback, and PGRC NLP with 7-bit feedback in the 15kmph SCM-C channel with the CQI reporting delay of 5 TTIs. The figure shows that the PGRC LP with 7-bit feedback outperforms the PGRC NLP with 10-bit feedback by up to about 1-1.5 dB and the PGRC NLP with 7-bit feedback by about 1.5dB in a wide geometry range. When the UE slowly moves (still keeping the low-speed defined in TR 25.913 [4]), the layer permutation clearly shows the performance advantage over the no layer permutation. The performance gain originates from the slowly-varying nature of the CQI parameters of the layer permutation scheme (i.e., spatial SINR averaging parameter and SIC gain parameter) with respect to those of the no layer permutation scheme (i.e., two separate channel SINR parameters), which can contribute to reducing the feedback overhead not only in the spatial domain but also in the time and frequency domain. Therefore, in consideration of both performance and feedback overhead, PGRC LP with 7-bit feedback is recommended.
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Figure 1
Throughput vs. geometry (4x4, 3km/h SCM-C, CQI reporting delay = 3ms, with/without group selection)
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Figure 2
Throughput vs. geometry (4x4, 3km/h SCM-C, CQI reporting delay = 3ms, with/without group selection, no layer permutation)
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Figure 3
Throughput vs. geometry (4x4, 15km/h SCM-C, CQI reporting delay = 5ms, without group selection)

4. Conclusions

We compared throughput performances among the layer permutation and spatially differential CQI feedback based scheme (i.e., PGRC LP-(5+2) and PGRC CWP GS-(5+2)), the no layer permutation and full CQI feedback based scheme (i.e., PGRC NLP-(5+5) and PGRC NCWP GS-(5+5)), and the no layer permutation and spatially differential CQI feedback based scheme (i.e., PGRC NLP-(5+2) and PGRC NCWP GS-(5+2)). With the same feedback overhead, the layer permutation and spatially differential CQI based scheme outperforms the no layer permutation based scheme, which becomes more outstanding as the channel Doppler increases. The group selection option for rank 4 is not effective in terms of the trade-off between performance and feedback overhead. 
The layer permutation and spatially differential CQI can provide a universal CQI feedback reduction (for example, 7-bit CQI instead of 10-bit CQI for 2 codewords based MIMO) without a performance degradation and without a need to distinguish receiver architectures in a variety of potentially popular receiver architectures such as the linear MMSE, MMSE-SIC, and low- or full-complexity ML receivers. Alternatively, as the non-SIC receiver can use only a 5-bit CQI without degrading the performance, the additional 2 bits may be used for other purposes such as enhanced precoding in order to further improve the performance.
On top of all the performance simulation results in [5]-[6] showing the advantages of layer permutation over no layer permutation in various channel environments, we provided convincing performance comparison results between layer permutation and no layer permutation with 2 transmit antennas in the companion contribution [1].

Based on the various and significant performance and feedback reduction advantages, we propose to adopt the layer permutation and spatially differential CQI feedback as the baseline SU-MIMO component for the E-UTRA downlink. The layer permutation contributes to not only reducing the spatial feedback overhead but also reducing the time and frequency feedback overhead due to the slowly-varying nature of the corresponding CQI parameters in time and in frequency (i.e., the spatially averaged SINR and the SIC gain).
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