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1
Introduction
In this contribution, we present the system performance for UL SIMO SC-FDMA with four different deployment scenarios. These results are with full buffer traffic models. 
2
Simulation Setup in E-UTRA UL
In the simulation we focus on TU channel model.  Its channel delay and power profiles are given in Table 1.

	Channel Model
	Path 1 (dB)
	Path 2 (dB)
	Path 3 (dB)
	Path 4 (dB)
	Path 5 (dB)
	Path 6 (dB)

	TU
	-3 
	0
	-2
	-6
	-8
	-10

	Delay (ns)
	0
	200
	500
	1600
	2300
	5000


Table 1

Delay and Power Profile

The considered deployment scenarios are listed in Table 2.

	Scenario
	Carrier Frequency

(GHz)
	Site-to-site Distance

(m)
	Penetration Loss

(dB)
	Speed (km/hr)
	Propagation Model

R in Km

	D1
	2 
	500
	20
	3
	L = 128.1 + 37.6 Log10®

	D2
	2 
	500
	10
	30
	L = 128.1 + 37.6 Log10®

	D3
	2 
	1732
	20
	3
	L = 128.1 + 37.6 Log10®

	D4
	0.9
	1000
	10
	3
	L = 120.9 + 37.6 Log10®


Table 2

Deployment Scenarios

The overall system configuration has been set as shown in Table 3. 

	Parameter
	Configuration

	Layout
	19 Node-B, 3-cell wrap-around layout

	Traffic model
	Full buffer

	#UE per cell
	10

	Max UE Tx Power
	21 dBm

	Channel update
	per sub-frame

	TTI
	0.5 ms

	Control overhead 
	2 symbols out of 7

	Duration
	20 s + 2 s warm-up

	HARQ
	Max. # of Txs = 3

# of HARQ processes = 6

Retransmission delay = 3ms

Ack/Nack errors = 0%
Re-transmissions are  synchronous with same RB and TF allocation

	Intra-cell power control
	Once every 10ms [Appendix A]



	Inter-cell power control
	Once every 10ms [Appendix B]



	Scheduling process
	Decentralized Node-B scheduler with 1 serving cell per UE = best DL (same as HSDPA serving cell). No macro diveristy.

	Scheduling algorithm
	Detail listed in Appendix C

	Scheduling delays
	DL Scheduling Period

0.5 ms

DL Grant delay

2 sub-frames

Uplink SI delay

1 sub-frame
Uplink SI frequency

Once every 10ms



	Data associated UL control signalling
	No data associated UL control signalling is assumed. UE obeys the BW and TF allocation sent down from Node-B. PSD offset and Tx PSD are adjusted accordingly when UE reaches the max. Tx power.

	Decoding
	AWGN link level curves with EESNR mapping [1] together with corresponding payload size penalty [Appendix C]. 

	Channel Estimation
	Realistic [Appendix C]


Table 3: System configuration
3
Simulation Results
In Table 4, we show the system performance in terms of mean operating IoT, average cell throughput and the 5% edge UE throughput. Fairness plots for different link budgets are shown in Figures 1 to 4, respectively. The fairness is defined as the CDF of the UE spectral efficiency. It can be seen that with D3, there are link budget issues.
	Link Budget
	Speed

(kph)
	Mean IoT (dB)
	Spectral Efficiency

(b/s/Hz)
	5% Spectral Efficiency

(b/s/Hz)

	D1
	3
	4.45
	0.694
	0.017

	D2
	30
	4.40
	0.694
	0.017

	D3
	3
	4.10
	0.63
	0

	D4
	3
	4.43
	0.682
	0.017


Table 4

System throughput with 0.5ms TTI
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Figure 1  Fairness Plot with D1

[image: image2.emf]Fairness -- D2

0.00%

5.00%

10.00%

15.00%

20.00%

25.00%

30.00%

35.00%

40.00%

45.00%

50.00%

55.00%

60.00%

65.00%

70.00%

75.00%

80.00%

85.00%

90.00%

95.00%

100.00%

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2

UE Spectral Efficiency [b/s/Hz]

CDF

Fairness -- D2 Fairness Criterion


Figure 2  Fairness Plot with D2
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Figure 3  Fairness Plot with D3
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Figure 4  Fairness Plot with D4

Figures 5 to 8 present the IoT distribution across cells. 

We observe that with load indication, the IoT per cell can be controlled very tightly.
[image: image5.emf]CDF plot of IoT per cell -- D1 
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Figure 5 CDF of IoT per cell – D1
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Figure 6 CDF of IoT per cell -- D2

[image: image7.emf]CDF of IoT per cell -- D3
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Figure 7 CDF of IoT per cell -- D3
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Figure 8 CDF of IoT per cell -- D4
It is noted from Table 4 that in scenario D3, there are link budget issues.

To illustrate this coverage issue in more detail, we provide the C/I distribution at Node-B in Figure 9 assuming that the UE is transmitting with full power while only occupying 1 RB. This translates to the maximum C/I per UE at the Node-B. We observe that with scenario D3, the 5% C/I at Node-B is less than -10dB at 4.5dB IoT level while in case of the other 3 deployment scenarios, we observe a C/I of more than 10dB. 
This coverage problem could be alleviated by:

· Extending the TTI to more than 1 sub-frame
· Increasing the number of transmissions

· Operating at a lower IoT target

[image: image9.emf]C/I distribution with 1 RB, IoT = 4.5dB

0.00%

5.00%

10.00%

15.00%

20.00%

25.00%

30.00%

35.00%

40.00%

45.00%

50.00%

55.00%

60.00%

65.00%

70.00%

75.00%

80.00%

85.00%

90.00%

95.00%

100.00%

-15 -10 -5 0 5 10 15 20 25 30 35 40 45 50 55 60

C/I [dB]

CDF

D3 D1 D2 D4


Figure 9 C/I distribution with different deployments, IoT = 4.5dB
4
Summary

In this document, we present the simulation results with SC-FDMA in different deployment scenarios. It is shown that with scenarios D1, D2 and D4 the system can achieve a spectral efficiency around 0.7 b/s/Hz at 4.5dB IoT. With scenario D3, there seems to be a link budget issue.
Two power control mechanisms are considered in this document. Intra-cell power control is performed to maintain a reference CQICH erasure rate, while the inter-cell power control is done through load indication from other cells. 
Simulation results show that the inter-cell power control can operate each Node-B at the desired IoT level fairly tightly.
5
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Appendix A: Intra-cell Power Control

In [1] it is stated that the transmission power control to compensate for at least path loss and shadowing should be supported in E-UTRA UL. 

In the simulation, the intra-cell power control is done using an erasure rate target on CQICH. A (24, 8) RM code is used to carry CQI and it is transmitted once every 2ms with IFDM. The power control commands are generated by comparing the received CQI SNR with the threshold.
Power control is done once every 10ms which covers 5 CQI transmissions. Node-B sends an UP command if more than 1 erasure occurs in 10ms, otherwise a DOWN command is sent.
The power control delay is 1 sub-frame, up/down step size is 1dB and error rate is 4%
Appendix B: Inter-cell Power Control
The intra-cell power control adjusts the transmit power level on the CQICH to meet a certain SNR threshold. By setting the UE transmit traffic PSD as an offset relative to CQI PSD, we thereby also control the traffic power.

With decentralized scheduling, each Node-B is not aware of the interference injected to the other cells when it schedules uplink transmission. This would cause severe inter-cell interference and result in significant loss in network capacity, especially in the micro-cell scenarios.  In order to control the IoT seen at each cell to maintain a certain operating point, inter-cell power control is needed. 
Each UE is assigned an initial Tx traffic PSD offset as a function of path loss difference (long term average) defined as strongest path relative to second strongest path. This function is shown in Figure 10. 
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 Figure 10  Initial setting of PSD offset vs. path loss difference

The initial PSD offset is adjusted later on by load indication sent from its strongest neighbouring cell. 
The IoT is filtered using an IIR filter and compared against the target IoT operating point.

Load indications are then generated by comparing the filtered IoT with the target operating point and transmitted once every 10ms using OOK. The up/down step size to adjust the PSD offset is 0.05dB. The minimum and maximum PSD offsets are shown in Figure 10.
Appendix C: Scheduling Algorithm
There are several steps involved in the scheduling procedure.
Step 1: UE reports the current PSD offset and the maximum supportable BW to Node-B when it has data to transmit. The maximum supportable BW is a function of the max UE power, the current Tx PSD and the buffer status.
Step 2: Scheduler calculates the received traffic PSD based on the received CQI PSD and the reported PSD offset
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Step 3: Proportional fair scheduler determines the UE priority based on the calculated traffic PSD and the average UE throughput 

[image: image12.wmf]RB

i

i

PSD

i

R

R

Traf

P

1

,

)

1

log(

´

+

=

,      
[image: image13.wmf]10

,

,

2

,

1

L

=

i

          
Where 
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Step 4: Scheduler assigns the available best set of contiguous RBs to UE with top priority. The best set is defined as those contiguous RBs which can serve UE with highest throughput. 
Step 5: Scheduler determines the TF once BW is allocated. 
Step 6: Scheduler proceeds with second priority UE if there is any other RB available, and so on
Appendix C: Link to System Interface

The MCS table used in the simulation is listed in Table 5.
	Transport Format
	Modulation
	Code Rate
	10% EsNt Threshold [dB]
	Beta Parameters for EESNR

	-5
	QPSK
	1/8
	-5.7
	1.49

	-4
	QPSK
	1/7
	-5.1
	1.49

	-3
	QPSK
	1/6
	-4.4
	1.49

	-2
	QPSK
	1/5
	-3.6
	1.49

	-1
	QPSK
	1/4
	-2.5
	1.49

	0
	QPSK
	1/3
	-1.4
	1.49

	1
	QPSK
	½
	1
	1.57

	2
	QPSK
	2/3
	3.1
	1.69

	3
	QPSK
	3/4
	4.2
	1.69

	4
	QPSK
	4/5
	4.9
	1.65

	6
	16QAM
	1/2
	6.2
	4.56

	7
	16QAM
	2/3
	8.9
	6.42

	8
	16QAM
	3/4
	10.3
	7.33

	9
	16QAM
	4/5
	11.1
	7.68


Table 5: 

TF, 10% BLER threshold and Beta parameters 
Figure 12 contains the reference AWGN BLER curves for use when modelling link-level performance within the system simulator.
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Figure 12 Reference BLER curves in AWGN
The channel estimation plus equalization loss is given in Table 6.

	Received SNR [dB]
	Backoff [dB]

	Below -2
	1.2

	[-2  1]
	0.95

	[1  6]
	0.7

	[6  9]
	0.65

	[9  13]
	0.55

	Above 13
	0.5


Table 6: Channel estimation and equalization loss as a function of received SNR
The payload size penalty is listed in Table 7.
	Payload size
	Backoff [dB]

	Below 50
	1.5

	[-50  100]
	1.25

	[100  200]
	1

	[200   300]
	0.75

	[300  400]
	0.5


Table 7: SNR backoff as a function of payload size
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