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1. Summary
Pre-coding is a promising approach for improving MIMO performance.  At the RAN1 Ad Hoc on LTE in Denver, a scaleable, unitary, pre-coding scheme was presented, which provides beam-forming gain, low receiver complexity, low feedback overhead, and the flexibility to support various antenna configurations and numbers of data streams [2-7].  In this contribution, we provide further evaluation results for the previously presented scheme, including throughput gain, feedback overhead, channel estimation effect, and receiver complexity estimates.  Finally, we propose to consider scaleable precoding in TR25.814 due to the high performance gain and low implementation complexities.
2. Recap of the Precoding Scheme 
Node B specifies the feedback period of UE. UE feeds back quantization indexes every period that has N TTIs. Node B multiplies the fed back beamforming matrixes cumulatively to track channel variation between two feedbacks. Namely, the current beamforming matrix is
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 is the previous beamforming matrix and 
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 is the latest fed back matrix. If the fed back matrix is n by k and k<n, it is expanded to n by n by adding n-k orthogonal, unitary columns, where the added columns are not unique. UE observes the channel matrix
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. It first computes singular value decomposition (SVD) of 
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that is the latest, observed channel matrix or the predicted channel matrix in middle of the next transmission period as
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In codebook-based precoding, the receiver quantizes the ideal beamforming matrix using stored codebooks and sends back the quantization bits. The receiver decomposes the n by k matrix into k unit vectors of dimensions n, …, n-k+1 recursively column by column. One unit vector with a decreasing dimension is quantized per iteration. The quantization indexes are fed back to the transmitter and the beamforming matrix is reconstructed recursively.  The distribution of codeword vectors are uniform for one-shot application and concentrated about [1 0…0]T for continuous feedback application.
The quantization of the beamforming matrix 
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, denoted by V in short, is illustrated by an example, where there are 4 transmit antennas and 3 receive antennas. The generalization of the example to any other antenna configuration is straightforward. In the example, UE only needs to quantize at most three columns of V since the channel supports at most three modes. If the UE observes only two usable spatial channels, it only quantizes the first two columns. 

The V matrix is quantized column by column and recursively as illustrated in Fig. 1. After the quantization of one column, the size of the problem is reduced by one on both row and column dimensions.  Denote the beamforming matrix as
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The first column of V denoted as v1 is quantized as
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where C1 is a codebook containing unit 4-vectors for quantization. 
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has the maximum inner product among all unit vectors in the codebook. The codebook is constructed such that the codeword vectors distribute on the n-dimension complex unit sphere as uniformly as possible for one shot feedback and concentrate at 
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 for continuous tracking feedback. Additionally, the first element of each codeword is set to be real for the next step. In one shot mode, UE generate one feedback per Node B request and there is no coherence between two adjacent beamforming matrixes. 
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Figure 1. Illustration of recursive quantization of beamforming matrix.
A Householder reflection matrix is constructed as
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where 
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 as shown in (7), where 
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, there will be nonzero residuals in the off diagonal entries of the first column and row.
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(7)
where two properties are employed to get the result, i.e. 
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is real and V is unitary property. Since both F1 and V are unitary, V2 is unitary.  From (7), we see that the size of  V2  is 3 by 2 and it is reduced from that of V1 by one on both row and column dimensions. Recursively, we repeat steps in (5), (6), and (7) on V2 as follows.  First, we quantize the first column of V2 denoted as v2, using another codebook of unit 3-vectors, whose first element of each codeword is real.  Then, we construct a Householder reflection matrix and multiply it with V2 as follows.  These steps are illustrated in Fig. 1.
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Finally, the vector v3 is quantized by a codebook of unit 2-vectors.  The quantization indexes of v1, v2, and v3 are feedback to Node B, i.e. the transmitter, for beamforming.  It is worth noting that the phases 
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don’t need to be sent back.  
3. Simulation Results
We provide link-level evaluation results for the previously presented system, including throughput, link adaptation, H-ARQ and channel estimation.  Details of link layer and channel-modelling assumptions are found in the Appendix.  It should be noticed that low-complexity MMSE receiver is used for all the precoding cases while PARC uses MMSE plus successive interference cancellation (SIC). 
We first compare the proposed precoding scheme with open-loop STBC schemes [5] in PER vs. SNR plots for various representative antenna/stream configurations e.g. 2x2, 4x2, and 4x3, where the packet size is 960 bits.  The comparison demonstrates that the precoding scheme always outperforms STBC by more than 2 dB with channel estimation as shown in Fig. 2-4.  We then compare the 4x2 precoding scheme with the 2x2 PARC under link adaptation and H-ARQ.  Ideal channel estimation is used in this comparison to speed up simulations and the channel estimation loss can be modelled by shifting all the throughput curves to the right by 2 dB in Fig. 5.  The results in Fig. 5 demonstrate that 4x2 precoding with single codeword outperforms 2x2 PARC by 3 dB.  Detailed description for single codeword and multiple codeword can be found in [7].  Finally, we combine PARC and precoding and investigate the performance gain in Fig. 5.  Although PARC helps a lot, i.e 2 dB, for non-precoded 2x2 as shown by the right most two curves, it adds little gain, i.e. 0.4 dB, for the precoding scheme as shown by the left most two curves, because the crosstalk between spatial channels is removed by the precoder almost completely and SIC helps little.  In addition to receiver complexity increases, PARC also increases feedback overhead due to employing multiple codewords, and we compare feedback overhead in Section 5.
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Figure 2 Precoding vs. STBC for 2x2 with 1 stream.  Precoding outperforms STBC by more than 2.3 dB. 
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Figure 3 Precoding vs. STBC for 4x2 with 2 streams.  Precoding outperforms STBC by more than 3.2 dB. 
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Figure 4 Precoding vs. STBC for 4x3 with 3 streams.  Precoding outperforms STBC by more than 2.1 dB. 
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Figure 3.  Throughput comparisons for a 4x3 system with 3 data streams.

4. Receiver Complexities
We show the performance of two types of codebooks.  The first is a “one-shot” codebook while the second is a continuous (called a “tracking”) codebook. There are three vector codebooks that comprise the “one-shot” codebook. The vector codebooks have dimensions 4, 3, and 2 and have 64, 32, and 16 vectors respectively. In order to reduce overhead for continuous feedback mode that is the most common mode, another three vector codebooks are used for the “tracking” codebooks.  They have the same dimensions but smaller sizes of 16, 8, and 4 vectors respectively.  The performances of the two codebooks are within 0.2 dB, and we focus the discussion on the “tracking” codebook next.
The receiver complexity is computed in terms of CORDIC operations, since CORDIC blocks are relatively easy to implement in hardware.  Each CORDIC unit employs only one adder, one shift unit, and one sign gate. It iteratively rotates a matrix or vector with simple additions and shifts.  Table 1 lists the complexity in numbers of CORDIC operations for various antenna configurations, with the maximum number of data streams for the configuration.   The SVD computations use two-sided Jacoby rotations following [12] and MMSE filter weights are computed by the low-complexity square-root algorithm [13].  The complexities of MMSE filter weights are listed in Table 2.  It should be noticed that MMSE computation requires multiplications while SVD and codebook search don’t.  Only tracking codebook is considered because tracking is more reasonable application than one-shot. 

For a beamforming block with size 25 subcarriers by 10 TTIs, only one feedback is needed for 3 km/h.  Therefore, only one SVD and one codebook search are needed while MMSE computation is needed for every data subcarrier within in beamforming block, where there are 25x5x10=1250 data subcarriers.  Even though only the CORDIC operations of MMSE are counted, the complexity of SVD plus codebook search is only 0.7 % of MMSE’s.  Since PARC receiver uses SIC and its complexity is greater than MMSE significantly [14-15].  After taking the ADC, FFT, FEC decoding, and MAC complexities into account, the complexity of precoding is negligible in the whole receiver.  
	
	2x2,2 streams
	3x3, 3 streams
	4x4, 4 streams
	2x1, 1 stream
	4x2, 2 streams
	4x3, 3 streams

	SVD 
	19
	288
	810
	5
	93
	489

	V quantization with “one-shot” codebook
	64
	300
	967
	64
	891
	967

	V quantization with “tracking” codebook
	
	
	1600
	16
	680
	1600


Table 1:  Receiver complexity in CORDICs
	Complexities
	4x2, 2 streams
	4x4, 4 streams

	
	CORDIC
	Multiplications
	CORDIC
	Multiplications

	1 subcarriers
	80
	16
	288
	64

	One beamforming block = 25×5×10 subcarriers
	100,000
	20,000
	360,000
	80,000

	Codebook / MMSE per beamforming block
	0.773 %
	0 %
	0.67 %
	0 %


Table 2:  Complexity of MMSE filter weights
The worst-case computation is the 4x4 SVD and the quantization with the “tracking” codebook.  The total workload for this computation requires a total of 2410 CORDIC operations.  Assuming an internal clock of 100MHz, and assuming each CORDIC operation takes 50 clocks, it requires 2410*50/100 = 1.2 ms.  Therefore, one CORDIC block over 1.2 ms (3 TTI periods) is sufficient to complete this task even though it has 5 ms to finish the task for 3 km/h.  Since one CORDIC unit takes less than 400 gates, the circuit cost and the power consumption is negligible compared to other units in the receiver for physical and MAC layers. 
Besides receiver complexity, the transmitter of the precoding scheme is lower than the PARC because of single encoder, interleaver, and puncturer. 

5. Feedback Overhead

When comparisons are made on the feedback for pre-coding, we need to factor in three items:  H-ARQ, CQI, and pre-coding.  In this comparison, we use the feedback table in [11] for the number of feedback bits used for the pre-coding technique.  The pre-coding uses single codeword because multiple codeword offers less than 0.4 dB gain due to SIC.  The resource block allocated to the data packet is 25 subcarriers by 10 sub-frames.  The period for beamforming and H-ARQ is the same, i.e. 5 ms. 
	
	2×2,

1 stream
	2×2,

2 streams
	4×2,

1 stream
	4×2,

2 streams
	4×3,

1 streams
	4×3,

2 streams
	4×3,

3 streams
	4×4,

1 streams
	4×4,

2 streams
	4×4,

3 streams
	4×4,

4 streams

	Continuous mode

(bits per 25 subcarrier per feedback period)
	2
	2 
	4
	7
	4
	7
	9
	4
	7
	9
	9


Table 3:  Precoding feedback (bits per resource block per feedback period)

	
	Single Codeword System
	Multiple Codeword System

	H-ARQ
	2
	2 per codeword

	CQI
	5 (1st stream) + 2 (2nd stream) + 2 (3rd stream)…
	5 (1st CW) + 3 (remaining CWs)

	Pre-coding feedback
	2-9 bits based on configuration
	Same with precoding, 0 bits without


Table 4:  Total feedback (bits per resource block per feedback period)

	
	Single Codeword System
	Multiple Codeword System (with precoding)
	Multiple Codeword System (wo/precoding)

	2x2, 2 streams
	2.2 kbps
	2.8 kbps
	2.4 kbps

	4x2, 2 streams
	3.2 kbps
	3.8 kbps 
	2.4 kbps

	4x4, 4 streams
	4.4 kbps
	6.2 kbps
	4.4 kbps


Table 5:  Example feedback for several antenna configurations (5 ms feedback period)

For the multiple codeword (MCW) system, we assume that the CQI feedback is five bits for the first code-word, and 3 bits for the differential MCS indices for each of the subsequent code-words, following [11].  In this case, the differential MCS index is measured against the MCS used for the first codeword.  The CQI feedback for the pre-coded single codeword (SCW) system is less than that of the MCW system because the precoding technique is “ordered” in the sense that the eigenvectors are quantized from largest to smallest eigen-value. Therefore, the differential MCS selection is monotonically decreasing with respect to the MCS chosen for the first codeword.  The second reason is because in the SCW system we have described, the same code-rate is used for all the streams, so only the modulation order is chosen.  As a result, CQI feedback can be 5 bits for the first stream, and at most 2 bits for each subsequent stream. 

For the MCW system, we assume that the H-ARQ feedback is 2 bits per codeword, following [16].  The H-ARQ feedback for a SCW system should be less than that for a MCW, since there is only one H-ARQ mechanism, no matter how many streams (2 bits total).  

We total up the feedback for both pre-coded SCW and non-precoded MCW systems for several antenna configurations of interest.  We find that for certain configurations, precoded SCW systems can actually require less or equal feedback to a non-precoded MCW system, because of the higher H-ARQ and CQI feedback requirements of the MCW system.  This is a comparison that is not quite fair for the pre-coded SCW system, since the performance of the pre-coded SCW system is greater than non-precoded PARC for those configurations, so the increase in uplink feedback should be matched by like gains in the downlink.  
6. Conclusions

The proposed precoding scheme has superior performances in terms of throughput, implementation complexity, and feedback overhead compared to other discussing schemes e.g. STBC and PARC.  It is scaleable to all antenna configurations and all numbers of streams for each antenna configuration using only three vector codebooks.  
7. Text proposal
At the RAN1 Ad Hoc on LTE, several pre-coding methods were discussed [2-7,11].   Given the advantages of a pre-coded system that employs a flexible architecture that can support all the possible antenna configurations and numbers of streams, we propose to make the following changes to the text:

------------------ start text proposal ---------------------

7.1.1.4.2
High level principles of MIMO for unicast traffic

Spatial division multiplexing (SDM) of multiple modulation symbol streams to a single UE using the same time-frequency(-code) resource is supported. When a MIMO channel is solely assigned to a single UE, it is known as single user (SU)-MIMO. 

Other high level principles  are as the followings:

· Maximum antenna configuration for evaluation is 4x4.
· Multiple codewords (including single codeword as a special case) that use the same time-frequency(-code) resource and are independently channel-coded with independent CRC should be investigated. Possible values for the maximum number of codewords per resource block transmitted by the Node B are 1, 2, 3, or 4. Possible values for the maximum number of codewords that can be received by the UE are 1, 2, 3, or 4
· In addition to the SDM, the spatial division multiplexing of the modulation symbol streams for different UEs using the same time-frequency(-code) resource is supported for evaluation, which may be denoted as spatial division multiple access (SDMA) or multi-user (MU)-MIMO. Note that the SDM is a special case of the SDMA.
· Use  of pre-coding as a means to convert the antenna domain MIMO signal processing into the beam domain processing should be investigated. It is FFS whether the precoding should be unitary or non-unitary. Because precoding might require less complex (linear) receivers to achieve a given level of performance, both the receiver complexity requirements and the performance of MIMO algorithms should be considered.  Any additional feedback required for precoding and any additional related computational complexity in the UE should also be taken into account.. Precoding techniques that are scaleable for all antenna configurations and numbers of streams should be considered.  
· Rank adaptation (and/or the antenna subset selection), of which exact implementation is FFS, is supported for evaluation as a means to prevent possible performance loss from using higher number of MIMO layers than can be supported by the channel condition.
· An open loop transmit diversity should be investigated as an alternative mode of MIMO operation than the one requiring MIMO-specific feedback from the UE. 
------------------ end text proposal -----------------------
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9. Appendix
9.1. Simulation Parameters 

	Categories
	Items
	Details

	Channel
	Channel model
	GSM –TU- 6 taps

	
	Node B antenna correlation
	0.25

	
	UE antenna correlation
	0.0

	
	Node B antenna pattern
	3 sectored

	
	UE antenna pattern
	Omni

	
	UE speed
	3 km/h

	OFDMA


	Transmission BW
	10MHz

	
	FFT size
	1024

	
	Usable subcarriers
	600

	
	Subframe duration
	0.5ms

	
	CP Length 
	Short

	
	OFDM symbols per subframe
	5 (data) + 2 (pilot) 

	
	RB size
	75 tones, 1 sub-frame

	
	Pilot power
	Not boosted

	Modulation 
	Modulation
	QPSK, 16 QAM, 64 QAM

	
	Turbo code block size
	1 block per RB for single codeword (length is flexible based on the MCS) 
1 block per stream per RB for multiple codeword

	Precoding
	Frequency sample period
	25 subcarriers

	
	Feedback delay
	10 TTIs

	
	Feedback period
	10 TTIs

	
	Feedback scheme
	tracking codebook or one shot

	
	Channel prediction
	Enabled

	MIMO 
	STBC
	STC block across OFDM symbols

	
	Vertical MIMO
	Adaptive bit loading across spatial channels

	
	Horizontal MIMO
	Adaptive bit loading across spatial channels

	Link adaptation
	MCS selection
	Select MCS according to channel mutual information w/t SIC

	HARQ
	Combining method
	Chase

	
	Max retransmission number
	3

	
	Synchronous H-ARQ
	Period = 6 TTIs

	Receiver
	Channel estimation 
	Linear estimation or ideal channel estimation

	
	MIMO receiver
	MMSE for precoding and SIC for PARC
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