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1. Introduction

At the RAN WG1#42 meeting in London we presented simulation results on interference coordination utilizing a partial frequency reuse scheme [2]. We showed an approach for the estimation of the interference at the base station in the uplink using a sectorized cell layout with 2 tiers. This approach is explained in more detail in [1]. Concluding also from what we have seen so far from other companies (e.g., [3], [5], [6], and [7]) we believe that the introduction of a partial frequency reuse scheme for E‑UTRAN is advantageous. In RAN WG1#43 we submitted a further document with general aspects on interference mitigation which was not presented due to lack of time [8].
Therefore in the following, we give some insights how to apply a frequency coordination scheme over a network. This means in general that some frequencies may not be used within one cell to reduce the interference on these frequencies in neighboring cells. It is taken care of the following two main aspects:

· A re-use of one should be still possible at least for many users within a cell.

· A trade-off between fast frequency domain scheduling and interference coordination has to be found.

Furthermore we present results which show that dependent on cell radius, applied scheduler, and applied fairness, different reuse factors lead to the optimum cell capacity.

2. Interference Mitigation by Coordination

In [9] a good summary of the interference coordination proposals has been shown.  All concepts as whole try to increase the signal to interference ratio at some parts of the frequency band. This leads to an increased throughput – mostly for users at the cell-edge which are not noise limited. Nevertheless, a frequency re-use of 1 is still possible for all UEs. Interference coordination proposals in general reduce the interference in a system. In contrast interference randomization as proposed for E-UTRA in [4] does not reduce but only averages interference. Thus, this technique should be applied additionally to the interference coordination to average the remaining interference which cannot be avoided. 

A second aspect is the frequency resource planning. On the one hand it should not be fixed since this would need a network planning in advance and further limit the resources too much. On the other hand it should not be too dynamic since this would lead to a high signaling overhead between Node Bs and potentially the delay constraints would be too high for the inter Node B signaling. Therefore, we propose in compliance with [5] a semi-static frequency resource allocation scheme. The assigned resources per Node B may depend on the cell load, the distribution of users in a cell and the neighboring cells. How often this semi-static assignment is updated needs to be studied further. We think that an interval between at least 200 ms and several seconds could be appropriate. 

The semi-static approach would need measurements which may return the position of a user in a cell (distance to the serving Node B and maybe to neighboring Node Bs), or better the attenuation based on distance, antenna pattern, and shadowing, or the geometry factor. Since these are long term measurements they can be done either in downlink by the UE (needs feedback signaling, but a common pilot channel is always available) or by uplink measurements of the Node B (no feedback signaling needed, but signal may be present only in some resource blocks and when scheduled). How to do these measurements has to be further investigated and has to be taken into account for the different kinds of interference coordination approaches.

By applying the interference coordination approaches the signaling overhead for inter-Node B signaling has to be considered. The following aspects may be taken into account:
· Cell load.

· Distribution of users and thus, needed transmit power for each user.

· Needed traffic load of the users.

Furthermore, it may be advantageous to do a frequency planning in advance setting a frequency priority for each cell. This was shown e.g., in [6] or in a modified version with reserved frequency bands in [7]. This would allow for a simpler coordination between different Node Bs and thus reduce signaling overhead and increase the delay for frequency reuse coordination. Interference coordination can be done in frequency domain and if Node Bs are synchronized also in time domain as shown in [5]. 

A frequency coordination approach would limit randomization by hopping in the way that hopping will only be applied within the allowed frequencies. However, if there is a semi-static frequency resource split then short term signaling for e.g., scheduling could be reduced since there is only a part of the spectrum available any more.

3. Simulation assumptions and results
The partial reuse approach is applied to system level simulation and the part of the spectrum used with reuse 3 is varied. We assume a full buffer model in all cells and applied a proportional fair scheduler without forgetting factor. Assuming that there are always 32 active users available we scheduled 16 out of 32 users in a cell.
Cell Layout

In the following we use a sectorized cell layout with 3 sectors per cell and a hexagonal shape per sector. Furthermore, we considered the split of the users into users having good signal conditions (considering pathloss, shadowing, and antenna pattern) with frequency reuse 1 and into users having bad signal propagations with frequency reuse 3.


[image: image1]
Figure 1: Example of splitting the users into those with bad propagation conditions (typically cell edge users) having frequency reuse 3 (marked with red, green and blue) and those with good conditions (cell center users) having frequency reuse 1 (marked purple).
The part of the spectrum which is used with reuse 1 is varied from 0 (full reuse three, no purple part in the above Figure) to 1 (full reuse 1, no red, blue and green part). We introduce an effective reuse factor reff which denotes the part of the spectrum which can be used in each cell:
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From the effective reuse we can calculate the part of the spectrum which is used with reuse 1 and reuse 3 according to
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The whole bandwidth BWall is the sum of BWreuse1 and BWreuse3 and each cell can then use the entire BWreuse1 and 1/3 of BWreuse3. 
Frequency domain scheduling is not applied and dependent on the effective reuse factor the number of users which have reuse=3 frequencies and the number of users with reuse=1 frequencies is varied. The users with the worst geometry are assigned to the frequencies with reuse 3.

Results

In the following we present results for the uplink. However, from the principle they are valid in the downlink as well. The simulation conditions are shown in the Annex.
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Figure 2: Effective cell throughput for 3-sector cell layout with an inter-site distance of 500 m and 1 RX antenna.
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Figure 3: Effective cell throughput for 3-sector cell layout with an inter-site distance of 1732 m and 2 RX antennas.

Figure 2 and Figure 3 show that the optimal cell throughput is achieved at different effective reuse factors ranging from 1.25 to 2. Compared to a reuse 1 system there is a gain of up to 20% for the cell throughput (see the red curve in Figure 2). 

The meaning of the fairness can be explained as follows. A bit unfair means that the users with reuse=3 (typically the users with bad signal conditions) get only one third of the data rate in the long average compared to the users which are using frequencies with reuse 1. Mean fair means a factor of two and very fair means a factor of one. Furthermore, the received SNR is set to the same value (concerning slow power control) in the very fair system while we applied a linear decrease for the mean fair and the bit unfair system.
Table 1: The 5% CDF throughput and the ratio of the 5% CDF TP to the mean user TP for a 3-sector cell layout with an inter-site distance of 1732 m and 2 RX antennas. Note, that 16 users are scheduled at each TTI.
	
	Very fair
	Mean fairness
	A bit unfair

	Reuse
	1
	1.8
	3
	1
	1.5
	3
	1
	1.3
	3

	TP at 5% CDF in Mbps
	0.036
	0.080
	0.102
	0.035
	0.10
	0.14
	0.035
	0.09
	0.13

	Ratio 5% to mean TP
	0.11
	0.22
	0.30
	0.070
	0.18
	0.31
	0.053
	0.13
	0.28


From the CDF in Table 1 it can be seen that applying a partial frequency reuse leads to an increase of the 5% CDF point of up to 280% at the optimum cell throughput (middle column). Furthermore, it can be seen that at a mean fairness the highest 5% TP can be achieved by partial reuse. However, a reuse of 3 would increase the 5% CDF but on the cost of the overall cell throughput.
4. Conclusions

In this contribution we presented some network and signaling aspects on interference coordination. Interference coordination is a very important means to provide a good cell edge performance in an FDMA system. Throughput gain of up to 20% with PF 16 out of 32 users can be achieved (PF is simplified with forgetting factor 0). This goes up to 35% with Round Robin. The 5% CDF TP can be increased by up to 280% at the optimum cell throughput point compared to reuse 1. Reuse 3 would be fairer but decreases system capacity. We propose to add the results on the partial frequency reuse into the TR25.814 showing that interference coordination is a solution for increasing the 5% CDF TP and the overall cell throughput.

We showed that partial frequency reuse is a good way for increasing cell capacity and cell edge throughput. However, the extension to a semi-static approach depends on many parameters as shown in Section 2 and needs to be further investigated.
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Annex: Simulation conditions

	Simulation Method
	System Level Simulation uplink (snap shot)

	AMC and HARQ
	Yes, ideal CQI feedback

	Channel Dependant Scheduling
	PF (proportional fair) (here: 16 out of 32 users are scheduled)

	Evaluation Method
	Instantaneous SINR is mapped to instantaneous throughput (Mapping to AMC scheme from LL simulations)

	Performance Measure
	Cell throughput

	Bandwidth
	10 MHz

	TTI Length
	0.5 ms

	Cell Layout
	19 sites (57 sectors)

	Inter site distance
	1732 m or 500 m

	Traffic Model
	Full Buffer (all cells are full loaded)

	Path Model
	Single tap Rayleigh fading

	Criterion for Selection Connection Cell
	Based on distance dependent pathloss considering shadowing variation

	Handover Method
	Ideal 

	Number of Receive Antennas
	2

	Number of Transmit Antennas
	1

	Antenna Pattern
	70-degree sectored beam

	Power Control
	On (slow PC compensating distance depended path loss and shadow fading)
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