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1. Introduction

Inter-cell interference co-ordination/avoidance is considered for both uplink and downlink in E-UTRA‎ [1]. The main reasons are that improved coverage and increased cell edge bitrates are important requirements ‎[2]. Several inter-cell interference co-ordination techniques have been suggested for E-UTRA ‎[3]
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 \* MERGEFORMAT ‎[9]. Many of them show promising results, achieved with different methods. The desired method can differ significantly between different deployment scenarios, network layout and services. There are also complex relations between intercell interference coordination and other E-UTRA functions, such as frequency domain scheduling and inter-cell-interference cancellation. One single ‘optimum’ solution for all scenarios is thus difficult to define. This is however not within the scope of the 3GPP work. Instead, in this paper it is suggested that the efforts in 3GPP RAN1 should address the enabling parameters and measurements rather than specific algorithms. More specifically, the focus is on:

1) The allocation information that a cell needs to receive to execute intercell interference coordination 

2) The reported information that a cell needs to provide to enable intercell interference coordination

This is discussed for different time-scales of the coordination in Sections ‎2 to ‎6, ranging from static to packet-wise coordination. Responses to the LS from RAN WG3 on RRM ‎[10] are also proposed. Note that the above information is independent of the location of the intercell interference coordination function.
2. Static Co-ordination (Planning)
Different static inter-cell interference co-ordination techniques have been suggested, in for example ‎[3]-‎[7]. Some of them are refinements of 2G techniques such as reuse partitioning and fractional load planning. 
These techniques can be supported using relatively simple allocation information. No reported information is required. One suggestion for the allocation information content is as follows:

· Maximum output power as a function of frequency and time for downlink and uplink, Pmax UL/DL(f,t). 

· Maximum usage (fractional load) as a function of frequency and time for downlink and uplink, 
Umax UL/DL(f,t). 

A suitable time and frequency granularity is resource blocks. The allocation is periodic in the time domain with a period equal to the time duration of the allocation pattern T. 

For example, a simple static frequency reuse, allocating a subset fn of frequencies to a certain cell, can be realized by setting Pmax UL/DL(f,t) = P (>0) for f(fn, and Pmax UL/DL(f,t) = 0 for f(fn for that cell. The time duration of the allocation in this case is 1 TTI. Similarly, a static time reuse, allocating a subset tn of TTIs to a certain cell (during a period of duration T), can be realized by setting Pmax UL/DL(f,t) = P (>0) for t(tn, (f, and Pmax UL/DL(f,t) = 0 for t(tn, (f, for that cell. A fractional load planned network with a maximum utilization factor of u is simply realized by setting Umax UL/DL(f,t) = u (f, t. Slightly more complex techniques, such as reuse partitioning, are realized through setting Pmax UL/DL(f,t) = P1 (>0) for f(fn, and Pmax UL/DL(f,t) = P2 (P1>P2>0) for f(fn. 
Note that the scheduler can within these limits utilize the bandwidth freely, e.g. based on channel quality, buffer content, and QoS. This is in line with what is suggested for dynamic intra-cell fractional frequency reuse in ‎[6]. It is also flexible for many different frequency planning strategies achieving desired capacity and service coverage. 

The time scale for static planning is on a level of days or above. Note that this case is not load adaptive.

3. Self Configured Co-ordination (‘Semi-Static I’)
Static coordination techniques can be improved and/or simplified by taking estimated actual cell relationships into account. For such self-configured, or measurement-based, frequency planning, the allocation information described above can be reused, but needs to be complemented by measurements. This is not a large complexity issue, since useful measurements are desired from other perspectives anyhow, for example frequency utilization indicating cell load. One important measurement is the cell interference relation; which neighboring cells are causing interference and how much. It can be based on ordinary handover measurements or with specific less frequent measurements. A possible measurement procedure is as follows.
For each measurement a “strongest interfering cell” is identified. The measurements are made by the UEs in the downlink, and by the Node Bs in the uplink. The measurement is based on pilots eliminating any temporary load and power usage. The measurements are filtered, and only reported if certain thresholds are exceeded. 
The reported information in this case thus consists of: 

· A list of interference levels for neighbor cells, I(nc).
Note again that the same allocation information as in Section ‎2 can be used.

The time scale for self-configured co-ordination is on a level of days or above.

4. Slow Cell Load Adaptive Dynamic Co-ordination (‘Semi-static II’)
A variable reuse adapting to cell load, e.g. allowing reuse 1 at low load, will result in less average trunking loss and enabling higher peak bitrate at low load ‎[4]&‎[8]. Also, it can add some cell load sharing gain. The scheduler will be given a larger available bandwidth except during worst case time periods, e.g. in busy hour. Again the same allocation information as for static planning is sufficient. The minimum need of measurements is cell load. For example the cell load can periodically be collected by the co-ordination entity. By utilizing the same cell relation measurements as for ‘semi-static I’ co-ordination the load impact knowledge will be improved and more bandwidth can be utilized locally. 
The reported information in this case thus consists of: 

· A load estimate for the own cell, L.

· Interference levels for neighbor cells, I(nc). (optional)

Again note that the same allocation information as in Section ‎2 can be used.

The time scale for slow cell-load adaptive dynamic co-ordination is on a level of minutes. This allows tracking of traffic load variations between e.g. busy hours and non-busy hours.

5. User Load Adaptive Dynamic Co-ordination

With reasonable control and measurement delay user load can improve the scheduling co-ordination, especially for more continuous services like file transfer, streaming and conversational communication. Additionally required measurements are UE ‘radio position’ and ‘user load’. The user load can be packet buffer size or service class/parameters. The UE radio position can be cell pilot measurements or identified uplink interferer in neighboring cell. In terms of allocation information, UE specific limitations in power and resource block usage will improve eliminating the most interfering UE:s in neighbor cells. This is mainly valid for the uplink, where the generated interference obviously depends on UE position, but could also apply for the downlink if power control and/or beamforming is used.
Reported information:

· Downlink interference levels for neighbor cells per UE in own cell, IDL(nc,UE), 

· Uplink interference levels per UE (strong interferers) in neighbor cells, IUL(UE).

· Traffic load per UE, T(UE). 

Allocation information:

· Downlink: Maximum output power as a function of frequency and time, Pmax DL(f,t). 

· Uplink: Maximum output power as a function of frequency, time and UE, Pmax UL(f,t,UE). Not all UEs need to be individually covered. It is sufficient to explicitly cover a subset of selected ‘problem UEs’.
Note that still the scheduler within these limits can utilize the bandwidth freely. Also note that although the above information is more extensive than for the previous techniques, the reported information is anyway measured and reported for handover purposes.  
The time scale for user load adaptive co-ordination is on a level of seconds, or slightly below. This allows tracking and coordination of UEs with longer continuous activity periods, e.g. file download and streaming.
6. Synchronized Scheduling

A fully synchronized resource block scheduling co-ordination has a large potential gain ‎[9]. In ‎[9] uplink was studied but a similar gain is expected for downlink. If it is done instantly for each scheduling-slot the scheduler will have access to the whole bandwidth for certain periods. This will result in lower packet delay and enabling maximum peak bitrate. 

However, a degrading factor is the delay impact on multi-cell scheduling coordination that depends on service and packet data burstiness. It is doubtful whether a fully synchronized multi cell scheduling is feasible. It will either require significant control resources or increase the packet delay. Also, some of this coordination gain can be achieved with cell autonomous scheduling utilizing interference measurements, for example as in ‎[7]. 

The reported information and allocation information in this case is the same as in Section ‎5, but the time frame is here on TTI basis. 
7. Summary and Conclusions
Interference co-ordination/avoidance is a complex issue with a wide range of possible solutions. Finding a single ‘optimum’ solution for all desired situations is however not the scope of 3GPP. Instead, the required information to support a reasonable subset of techniques should be identified, and corresponding interfaces defined. Such interfaces enable continuous evolution and secure that E-UTRA can be used in a large range of deployment scenarios.
A summary of information required for the different techniques is presented in Table 1. It is proposed for the E-UTRA standard to include allocation and reported information supporting the techniques ‘static planning’, ‘self-configured’, ‘cell-load adaptive’, and ‘user load adaptive’. Most of the required reported information for these techniques is required for other purposes, e.g. handover. Fully synchronized scheduling involves a complexity increase and may slow down the scheduling process.
Table 1. Summary of allocation information, reported information and time scale.
	Technique
	Allocation information
	Reported information
	Time scale

	‘Static planning’
	Pmax UL/DL(f,t), Umax UL/DL(f,t)
	None
	> Days

	‘Self configured’
	Pmax UL/DL(f,t), Umax UL/DL(f,t)
	I(nc)
	Days

	‘Cell load adaptive’
	Pmax UL/DL(f,t), Umax UL/DL(f,t)
	L, I(nc)
	Minutes

	‘User load adaptive’
	Pmax DL(f,t), Pmax UL(f,t,UE), 
Umax UL/DL(f,t)
	IDL(nc,UE), IUL(UE), T(UE)
	Seconds

	‘Synchronized’ 
	Pmax DL(f,t,UE), Pmax UL(f,t,UE), Umax UL/DL(f,t)
	IDL(nc,UE), IUL(UE), T(UE)
	Milliseconds


Abbreviations and definitions:
f: frequency [resource blocks]
t: time [resource blocks], allocation periodic with a period equal to the time duration of the allocation pattern T
nc: neighbor cell, one measurement per neighbor cell
L: system load in own cell
UE: allocation information and reported information per UE 
8. Proposed Response to RAN WG3 LS on RRM

In the LS from RAN WG3 ‎[10], a number of questions are raised on RRM schemes. We propose the following answers regarding the interference co-ordination/avoidance: 
Q0)
Which kind of radio resources are considered to be managed by RRM?

“Maximum downlink and uplink power and channel utilization of resource blocks available for the scheduler in each cell. UE specific parameters (for a subset of selected UEs) should be possible.”

Q1)
Which inter-cell RRM techniques are considered in RAN1?

“Inter-cell interference co-ordination/avoidance by:

· network planning of resource block usage, manual and self configured

· cell load adaptive scheduling constraints

· user load and radio position adaptive scheduling constraints”
Q2)
Which performance gains (i.e. cell throughput and per user scheduling fairness) can be expected from each technique?

RAN1 is asked to take the sensitivity of the techniques w.r.t. signalling delays into account.
“RAN1 agrees that the sensitivity of the different methods w.r.t. signaling delays is important, especially for the dynamic techniques, and should be further studied.”
Q3)
Which information exchange between network nodes is needed for each technique ?

“See Table 1, and response to Q3.3 for information to and from Node B”

Q3.1)
How does the information look like (e.g. measurements, hopping sequences)?  
“See Table 1 and response to Q3.3.”

Q3.2)
Is this information provided by the UE or by the eNodeB?

“See response to Q3.3.”

Q3.3)
How frequently is information exchange typically envisaged for each technique [msec, sec, hours, days] and what size would the related information have?

“Allocation information from inter-cell interference co-ordination entity or O&M to cell scheduler:

· A resource block pattern with a flexible length (repetition time) defining maximum power and channel utilization for both downlink and uplink. The channel utilization average time is variable.
Frequency of change from days (planning) down to seconds (UE specific co-ordination).

Configuration from inter-cell interference co-ordination entity or UE or cell scheduler:

· UE specific resource block usage constrains in uplink, power and channel utilization.
Frequency of change is seconds.

Information reported to the inter-cell interference co-ordination:

· Cell interference statistics, how often each neighboring cell is dominating interferer.
Provided by the UE by pilot measurement and eNodeB by UE detection.
Samples collected each minute and aggregated statistics delivered each day.

· Cell load measured by eNodeB and reported every minute.

· User load, e.g. buffer size, measured each second and service parameters when change (minutes) by eNodeB.
· UE inter-cell interference relation measured by UE each second.“

Q4)
How frequent will radio resources allocated to users at the cell-edge typically need to be re-configured for each technique [ms, s, h, d]?

“See answers to Q3 on configuration.”

Q5)
RAN3 would also like to understand whether the LTE access scheme puts different requirements on timing for mobility compared to Rel-6, due to different behaviour at the cell edge?

No answer proposed in this paper.
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