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1 Contents and Assumptions

1.1 Contents

This contribution presents the complexity increase that the implementation of an Interference Cancellation
(IC) capable 2x2 MIMO WCDMA receiver supposes over a 1x2 SIMO WCDMA receiver. The MIMO re-
ceiver performs Interference Cancellation (IC) of the first stream onto the second if the first stream has been
successfully decoded. A brief description of the IC steps is given in Section 2. In Section 3 a block diagram
of the receiver decouples its main functionalities and the complexity increase per block is calculated. The
concluding section highlights the fact that building a 2x2 MIMO receiver with IC entails at most only about
twice as much complexity as its 1x2 SIMO counterpart.

1.2 Assumptions

Here is the list of all working asumptions:

1. Operation on the HSDPA channel is the focus of the study.

2. The MIMO scheme is 2x2 PARC and IC is possible when both streams are simultaneously intended
for the same user: this is the case of interest since it has the hightest complexity demands.

3. The baseline 1x2 diversity receiver is using two (one per antenna) Linear MMSE equalization filters.
This type of diversity receiver with equalizer is referred to as Type III receiver in RAN WG4.

2 Interference Cancellation

A brief description of what is meant by Interference Cancellation in the MIMO-WCDMA context is in order
since such term can refer to a variety of receiver techniques which can have very different complexities
associated to them. The results presented in [1] have been obtained employing one of the simplest forms of
IC. Such results showed Node-B throughput gains on the order of40 to 60 percent of 2x2 PARC with IC
with respect to 1x2 depending on the scenario.

Let us start by listing the steps followed by a 2x2 PARC receiver which is not IC capable to process a
TTI:

1. Convolve the input samples (samples coming from the digitizers after analog processing) with filter
H1 which is tuned to obtain stream 1
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2. Decode stream 1 using the output of the previous operation

3. Convolve the input samples with filterH2 which is tuned to obtain stream 2

4. Decode stream 2 using the output of the previous operation.

Note now the bolded extra steps performed by an IC capable UT:

1. Convolve the input samples with filterH1 which is tuned to obtain stream 1

2. Decode stream 1 using the output of the previous operation

3. If the decoding of stream 1 is successful:

• Reconstruct the symbols transmitted for stream 1

• Convolve those reconstructed symbols with linear filterW

• Subtract the output of the previous operation from the input samples

• and convolve the resulting modified input samples with filterH2

• Decode stream 2 using the output of the previous operation

4. If the decoding of stream 1 is not successful:

• Convolve the input samples with filterH2 which is tuned to obtain stream 2

• Decode stream 2 using the output of the previous operation.

Let us treat each new step in isolation:

2.1 Reconstruct the symbols transmitted for stream 1

When the CRC check for stream 1 is positive this step is completely deterministic and it only involves
re-encoding, re-modulating and re-spreading the information symbols obtained after successfully decoding
stream 1. All the involved quantities and sequences are known. Its complexity can certainly be stated to be
far below that of the decoding process itself and we will assume it to require a tenth of the computations
needed for a single turbo decoding process.

2.2 Convolve those reconstructed symbols with linear filterW
Subtract the output of the previous operation from the input samples

See Figure 1 for a block schematic of these last two steps which are a simple linear filtering and a trivial
subtraction followed by the main filterH2. Figure 1 is in fact the block diagram of the IC part of the receiver.

So it is clear that the only fundamental differences between an IC capable 2x2 MIMO receiver and one
which does not possess such capability is the existance of a ”third” filter (W ) and the fact that a determin-
istic reconstruction process needs to be performed. This cancellation filter will be shorter than the main
LMMSE filters (H1, H2) since these need to perform channel equalization while the cancellation filter can
be thought of as only doing channel estimation for the first stream in order to subtract its contribution prior
to demodulating the second stream.

It is worth noting that the IC process described herein cannot produce any type of error propagation.
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Figure 1: Interference Cancellation Filters

3 Complexity Analysis

Figure 2 is a block diagram of the fundamental parts of a WCDMA receiver. In this section we will briefly
describe each one of these blocks and clearly derive the complexity difference between the cases of a 2x2
MIMO IC receiver and a 1x2 receiver with linear equalizers.
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Figure 2: Receiver Block Model

3.1 Received Samples Storage

This memory stores input samples coming from the two antennas through the analog front ends after they
have been digitized. A robust implementation of a 1x2 HSDPA receiver will store one complete TTI worth of
antenna samples. This is because only after fully receving, demodulating, decoding and CRC checking the
corresponding HS-SCCH is it possible to be confident about if the corresponding HS-PDSCH transmission
is intended for the UE and also about the particular transport format.

Say the amount of bits needed for such purpose isMt for the 1x2 receiver. It is easy to see that the
IC technique described in Section 2 needs at most about twice that amount of memory for the worst case
scenario when the following TTI is as well intended for the same UE since then it would need to perform
the reconstruction and cancellation on the input samples of the previous TTI. So we name such memory
requirementM̂t and we have that

M̂t = 2Mt. (1)
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3.2 Linear Filtering Block

This block accounts for the processing needed to convolve the input data with the necessary filters. For the
1x2 case we have the convolution of a unique stream using 2 linear filters of lengthL. For the 2x2 MIMO
with IC we need to convolve a first stream with 2 linear filters of lengthL and a second stream with 2 linear
filters of lengthL while another filterW of lengthC is involved1.

For the most trivial implementation of the convolutions, ifFb is the complexity number2 for the reference
case then it is clear that in the 2x2 with IC case:

F̂b = (2 +
C

2L
)Fb = 2.17Fb, (2)

where the last equality follows ifL = 30 andC = 10.

3.3 Filters Coefficient Training

The pilot sequences are used to train the linear filters for both the 1x2 and the 2x2 cases. If the MIMO
terminal was not IC capable it is obvious that the training complexity can at most double since two different
sets of filters need to be computed. The channel estimation for stream 1 is comprised in such doubling of the
processing needs. But we have seen how the proposed form of IC needs only such estimation to calculate
the coefficients of filterW . Hence, the fact that the terminal is IC capable does not increase complexity in
the training block of a MIMO receiver. Hence

F̂t = 2Ft. (3)

3.4 Incremental Redundancy Buffer

Without any type of optimization the repeat combine buffer needs of the 2x2 MIMO receiver with (or
without) IC can be covered by doubling the amount of memory needed for 1 stream.

M̂s = 2Ms. (4)

3.5 Turbo Decoding Block and Reconstruction

As in the previous section the increase on the peak requirement is doubled by the fact that 2 streams can be
received simultaneously. The dashed part in Figure 2 represents the reconstruction process. As previously
mentioned, we will set the complexity of such process to be one tenth that of the decoding of a single stream.
This is certainly a reasonable choice since turbo decoding is well known to be a processing intensive block.
Therefore:

T̂ = 2.1T. (5)

4 Conclusion

Table 1 collects the multiplicative complexity increase factors given in equations (1) through (5). The exact
weight of each component onto the overall complexity is very dependant on architectural and implementa-
tion choices but it is still clear from the table that an IC capable WCDMA 2x2 MIMO PARC receiver can
be implemented with roughly twice the complexity of a WCDMA Type III receiver.

1Note that if the decoding of stream 1 is unsuccessful theW filter is not used. The considered case is the most demanding.
2Normally expressed in number of complex multiplications per unit of time.
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Block Name Resource Type Complexity Increase
Received Samples Storage Memory 2.00
Linear Filtering Block Computational 2.17
Filters Coefficient Training Computational 2.00
Incremental Redundancy Buffer Memory 2.00
Turbo Decoding and ReconstructionComputational 2.1

Table 1: Complexity Summary
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