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1. Introduction
This contribution is a companion contribution for [1] and it investigates the following aspects:
1. Initial (coarse) timing acquisition using the 2x repetitive structure
2. Fine timing acquisition using coherent correlation with the PSC sequence

3. SSC encoding and decoding schemes
For the above, we compare two different frequency domain patterns for the PSC. The first pattern uses two PSC’s while the second pattern uses only a single PSC with TSTD. We found that the second pattern gives better performance than the first one. 
2. SCH Structures for Comparison
The SCH placement within a frame is given in Figure 1 below and explained in details in [1]. 
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Figure 1. SCH insertion and structure. 4x insertion and TDM pilot format are assumed in this figure
As explained in [1], the SCH consists of the primary and secondary SCH (P-SCH and S-SCH). The P-SCH uses one of the N PSC’s (where N is a small number, e.g. 8) and is allocated one OFDM symbol. It has 2x repetitive structure and is used for (coarse and fine) timing and carrier acquisition. The S-SCH carries cell-specific information (cell ID, number of BTS antennas, data bandwidth size) in the SSC and uses a portion of the pilot sub-carriers in the same sub-frame as the P-SCH. 

In this contribution, we study two different frequency domain patterns for the P-SCH. The patterns are depicted in Figure 2 (a) and (b).
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Figure 2. Frequency patterns of P-SCH (per OFDM symbol) 
(a) Pattern 1: 2 PSC’s – same pattern for each symbol  (b) Pattern 2: 1 PSC with TSTD 

Note that pattern 1 was first proposed in [2]. This pattern is suitable when the P-SCH is transmitted only once per frame (as a pre-amble) and uses two PSC’s to obtain diversity. Pattern 2 only uses one PSC and attains diversity via TSTD. Due to the structure, the length of each PSC for pattern 1 is half the length of the PSC in the second pattern. Hence, the averaging gain is expected to be better for pattern 2. Also, for 4 TX antennas, pattern 2 gives higher diversity gain.
The generation of S-SCH is described in Figure 3.  We consider two coding schemes: repetition and convolutional coding. Although convolutional coding is obviously better than repetition, for the same number of coded bits, it is not clear how much better convolutional coding is as it requires a certain number of tail bits. We also compare two TX diversity schemes: SFTD (compatible with the first FD P-SCH pattern) and TSTD (compatible with the second FD P-SCH pattern). It is not clear which one performs better since FD pattern 1 results in larger channel estimation error for each antenna.
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Figure 3. S-SCH generation
3. Simulation Assumptions and Results
The agreed link level numerology in [3] for 1.25 MHz is applied. Additional simulation assumptions are given in Table 1.
	Parameter
	Assumption

	Bandwidth
	1.25 MHz

	Channel Models
	Typical Urban 3 kmph

	No. TX antennas
	1, 2, 4: same for all Node B’s in network

	No. RX antennas
	2

	Spatial correlation (Node B, UE) 
	0%


Table 1: Simulation Assumptions
3.1. Coarse symbol timing acquisition (using 2x repetitive structure)
The symbol timing detection is performed with the differential correlation technique that exploits the 2x repetitive structure of the P-SCH symbol. 5-frame averaging is performed. We assume 0, ±3, and ±10 ppm maximum frequency offset (the frequency offset is modeled as a uniform random variable). The results (detection error rate vs. OFDM symbol SNR) are given in Figure 4 for 1, 2, and 4 TX antennas.
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Figure 4. Symbol (coarse) timing detection for the two P-SCH structures: with 1, 2, and 4 transmit antennas: timing detection error rate (TDER) vs. SNR

The “valid” timing region is within the CP.
Notice that the performance is independent of the frequency offset. This is expected since the 2x repetitive structure is maintained regardless of the value of the frequency offset. Also, the differential correlation algorithm for timing detection removes the frequency offset. It can also be observed that the performance of FD pattern 1 and 2 are reasonably close although FD pattern 2 performs slightly better for multiple TX antennas. The performance is independent of the number of TX antennas as expected.
3.2. Fine timing estimation (using coherent correlation with the PSC)
The fine timing estimation results are given in Figure 5. We also assume that the valid timing region is within the CP although a more strict requirement can be used (e.g. a few samples within the maximum energy tap). One and two frames are used for averaging. Here we see that FD pattern 2 (with 1 PSC and TSTD) results in 2-2.5dB better performance compared to FD pattern 1 (with 2 PSC’s). This gain comes from the longer PSC for FD pattern 2, which results in better correlation property and thus averaging gain.
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Figure 5. Sub-frame (fine) timing detection for the two P-SCH structures with 1, 2, and 4 transmit antennas: timing detection error rate (TDER) vs. SNR
3.3. SSC decoding
As depicted in Figure 3, we assume the 14-bit cell-specific information. For simulation, we assume two sizes of codeword: L = 80 and 100 bits. The coding schemes are given in Table 2 below. After coding, interleaving, and BPSK modulation, the resulting BPSK symbols are partitioned into 4 parts where each is carried by one of the SCH sub-frames.
	No. coded bits (L)
	Repetition coding (RC)
	Convolutional coding (CC)

	80
	Rate 14/80
	Rate 1/4 K=7 with 6 tail bits 

	100
	Rate 14/100
	Rate 1/5 K=7 with 6 tail bits


Table 2: Coding schemes for SSC
Channel estimation is performed on the P-SCH within the same sub-frame as the S-SCH. Hence, only 1 OFDM symbol can be used to derive the channel estimates needed for the SSC decoding. We found that the degradation due to channel estimation is approximately 3-dB for FD pattern 1 and slightly less than 2-dB for FD pattern 2 when the SNR of the P-SCH is assumed to be the same as the SNR of the S-SCH. 
Also, due to the uncertainty in the frame timing and only the sub-frame timing is known after the fine timing detection, the ordering of the SCH sub-frames (that carry the portions of the S-SCH) needs to be detected. There are 4 possibilities. The soft metric from the decoding process can be utilized to find the correct ordering. We found that the loss due to the ordering detection is negligible.
The NTXA detection performance is given in Figure 6. Observe that TSTD outperforms SFTD by approximately 1-dB due to the larger channel estimation error of FD pattern 1. Also notice that there is a cross-over between the DER curves of RC and CC. This is expected since at low SNR the coding gain of CC has not kicked in and the effective code rate is lower for CC due to the use of tail bits.
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Figure 6. NTXA detection performance
The cell ID and data bandwidth size detection performance are given in Figures 7 and 8, respectively. The same trend can also be seen expect that the cross-over between CC and RC occurs at lower SNR. Notice also that for 2 TX antennas, the DER curves for FD pattern 1 and 2 start to cross over at higher SNR. That is, SFTD start to outperform TSTD as the quality of channel estimation improves (due to higher SNR). Also, the gain of CC over RC is ~2dB and ~3dB for L=80 and 100, respectively.
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Figure 7. Cell ID detection performance
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Figure 8. Data bandwidth size detection performance
4. Conclusions
In this contribution, we presented simulation results for several aspects of the cell search procedure and SCH design in support of the proposed structure in [1]: one PSC with TSTD for the P-SCH, and TSTD as the diversity scheme for S-SCH. The gain comes from the longer PSC as well as the quality of channel estimates from the P-SCH that are used for decoding the SSC.

The choice of coding scheme for the SSC is also studied. Although it is obvious that convolutional coding outperforms repetition coding, the amount of gain is not clear since we consider a very low rate (lower than ¼), small block size (14), and the use of tail bits for the convolutional coding. In this study, we found some substantial gain of 2-3dB even with 6-bit tail bits (K=7) for the convolutional code. This supports the use of convolutional coding for encoding the SSC. It is also possible to use a tailbiting convolutional code to avoid the need for tailbits which may potentially bring some additional coding gain (for a given number of coded bits). Of course, some other error correcting code can be used if it shows even more gain.
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