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1 Introduction

Scheduling is one of the key technologies to meet the performance requirements of EUTRA since the spectral efficiency of the system largely depends on the scheduling. We have proposed following features for the uplink scheduling [1].

· Service-dependent scheduling procedure, where request, resource allocation, grant, HARQ, AMC, and power control procedure are different according to different service types to reduce signaling overhead. 

· Channel dependent scheduling to maximize the system performance.
Regarding channel dependent scheduling, it is important to evaluate how much gain can be achieved in system level performance point of view. Thus, we evaluate channel dependent scheduling gain based on system level simulation in this contribution. For the purpose of initial evaluation, the time domain channel dependent scheduling has been investigated.
2 Channel dependent scheduling

Channel dependent scheduling means that NodeB selects UEs and determines a proper MCS level for link adaptation based on uplink channel condition. In order to support channel-dependent scheduling in SC-FDMA based uplink, reference signals from UEs are needed for SINR estimation regardless of actual data transmission. One possibility is to use the pilot accompanying the CQI report transmission, which may be distributed over the whole bandwidth. It would be also possible to introduce another short block in a sub-frame, which can be used for SINR estimation as described in [1]. 

The transmit power of the SINR estimation pilot could be set as follows:

· Alternative 1: open loop power control
· The pilot transmit power  is adjusted to compensate the path loss and the shadowing loss
· Node B is able to know the uplink channel condition by SINR estimation from these pilot symbols
· No need for power headroom report from UE

· Alternative 2: closed-loop power control
· The pilot transmit power is controlled by a closed-loop operation as in the current WCDMA system
· Power headroom report from UE is needed for Node B to know the uplink channel condition. 

3 Performance evaluation on channel dependent scheduling 
3.1 Simulation scenario
In this section, we summarize scheduling procedure to be evaluated in system level simulation. Detailed simulation assumptions are described in annex A.
We simulated three different cases depending on the employed scheduling procedure. 

· Case 0: the SINR estimation pilot is not transmitted. This case serves as the reference case for evaluating the gain from the channel dependent scheduling.
· At a given time instance, Node B selects a UE that is allowed to transmit data and decides a proper MCS level taking into account the expected received SINR. 
· UE transmits data with the commanded MCS level. UE determines transmit power of data channel based on the open loop power control mechanism.
· Case 1: the SINR estimation pilot is transmitted. The pilot transmit power is controlled by open-loop power control.
· UE sends the SINR estimation pilot with a certain period.

· NodeB directly estimates SINR from these pilot symbols.
· At a given time instance, Node B selects a UE that is allowed to transmit data and decides a proper MCS level based on the estimated SINR.
· UE transmits data with the commanded MCS level. The data transmit power is the same as the pilot transmit power.

· Case 2: the SINR estimation pilot is transmitted. The pilot transmit power is controlled by closed-loop power control.
· UE reports power headroom with a certain period, e.g. the power control period. 

· At a given time instance, Node B selects a UE that is allowed to transmit data and decides a proper MCS level based on the power headroom information. 

· UE transmits data using the commanded MCS level with the pre-defined traffic to pilot ratio as a function of the MCS level. 
It is noted that to mitigate the inter-cell interference, we applied smaller target SINR for the cell-boundary UEs than cell-center UEs in case 0 and case 1. In case 2, the maximum supportable data rate for the cell-boundary UEs is limited.
3.2 Simulation results

In this section, simulation results are presented to compare the different scheduling procedures described in section 3.1. 
Table 1 shows the cell throughput and IoT results for Case 0 (reference case for comparison). 

The cell throughput and IoT results for Case 1 and Case 2 are shown in Table 2 for various pilot transmission periods to investigate the impact of the pilot transmission period. Furthermore, we compare the cell throughput results with and without taking into account the SINR estimation pilot overhead. Since it is currently difficult to expect exact amount of pilot overhead, we assumed one long block among six long blocks is used for transmission of the SINR estimation pilot, as a simple approach. As shown in Table A4 of Annex A, the data rate for each MCS level is adjusted according to the number of long blocks assumed for data transmission. It should be noted that the assumed pilot overhead is really pessimistic, and it may be decreased depending on pilot channel design. For example, if we use only the pilot accompanying the CQI transmission, there is no additional pilot overhead for SINR estimation.
In Figure 1, we show the cell throughput gain of the channel dependent scheduling compared to the reference case. 
Figure 2 shows the fairness curve. All scheduling procedure shows similar fairness characteristics.  
	Cell throughput[kbps]
	IoT[dB]

	3396
	5.13


Table 1. Cell throughput and IoT for Case 0 (no SINR estimation pilot, reference case)
	
	Case 1 (SINR estimation pilot, OLPC)
	Case 2 (SINR estimation pilot, CLPC)

	Pilot period [ms]
	Cell throughput[kbps]
	IoT
[dB]
	Cell throughput[kbps]
	IoT
[dB]

	
	Without pilot overhead
	With pilot overhead
	
	
	

	
	
	
	
	Without pilot overhead
	With pilot overhead
	

	0.5
	4640
	3867 
	5.03
	4707
	3923 
	4.39

	2.5
	4726
	3938 
	5.02
	4766
	3972 
	4.27

	5.0
	4737
	3948 
	5.01
	4663
	3886 
	4.32

	10.0
	4725
	3938 
	5.00
	4475
	3729 
	4.42

	25.0
	4606
	3838 
	5.00
	4268
	3556 
	4.49

	50.0
	4302
	3585 
	5.01
	4188
	3490 
	4.52


Table 2. Cell throughput and IoT for Case 1 and Case 2

[image: image1.emf]0

10

20

30

40

50

0.5 2.5 5.0 10.0 25.0 50.0

pilot transmission period[ms]

channel dependent scheduling gain [%]

pilot(OLPC) pilot(CLPC)

       [image: image2.emf]0

5

10

15

20

25

30

0.5 2.5 5.0 10.0 25.0 50.0

pilot transmission period[ms]

channel dependent scheduling gain [%]

pilot(OLPC) pilot(CLPC)


(a) SINR pilot overhead not taken into account                (b) SINR pilot overhead taken into account

Figure 1. Channel dependent scheduling gain 
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Figure 2. Fairness curves

We can observe following points from simulation results.

· Channel dependent scheduling: Without taking the SINR estimation pilot overhead into account, cell throughput gain is 23~40%. With taking into the SINR estimation pilot overhead, the gain is decreased to 3~16%. It should be noted that the channel dependent scheduling still shows noticeable gain even with such pessimistic assumption on the additional pilot overhead. 
· Pilot transmission period: As the pilot transmission period becomes longer, the performance becomes worse because the scheduler cannot utilize instantaneous channel status. 
· Open loop power control vs. closed loop power control: As seen in table 1, there is no big difference between open loop power control and closed loop power control in cell throughput point of view. It means that if the scheduler is aware of channel status, the scheduler can obtain the channel dependent scheduling gain regardless which power control method is used to transmit the SINR estimation pilot. However, for the similar cell throughput, the closed loop power control achieves a smaller amount of inter-cell interference. 
4 Conclusion
In this contribution, we evaluated system level performance of channel dependent scheduling. From system level simulation, we observed large cell throughput gain is achieved with channel dependent scheduling.  
Thus, we propose to support channel dependent scheduling for EUTRA uplink system to maximize system performance. A text proposal for TR 25.814 on general principle of the uplink scheduling is contained in [3].
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Annex A. Simulation assumptions for uplink system level
The evaluated uplink transmission scheme is SC-FDMA. The detailed parameters are given in [2] and copied as below figure A 1 and table A 1 for your convenience. 
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Figure A1. Sub-frame format with two short blocks/sub-frame
	“Transmission bandwidth”
(MHz)
	Sub-frame duration
(ms)
	Long block size
((s/samples)
	Short block size
((s/samples)
	CP duration
((s/samples)


	5
	0.5
	62.50/256
	31.25/128
	(3.91/16) ( 1*,

(3.42/14) ( 8


Table A1.  Parameters for Uplink Transmission Scheme
We used the basic simulation parameters as below table A2. The additional simulation assumptions are summarized in table A3. Modulation and coding schemes used are shown in table A4. 

	Parameter
	Assumption

	Bandwidth
	5 MHz

	TTI length
	0.5 msec

	Cell layout
	Hexagonal grid, 19 cell sites, 3 sectors per site

	Inter- site distance
	1732m

	Minimum distance between UE and cell site
	35 m

	Antenna pattern
	70-degree sectored beam

	Distance dependent path loss
	128.1 + 37.6log10(r)

	UE transmission power
	24 dBm (251 mW)

	Penetration loss
	20 dB

	Shadowing standard deviation
	8 dB

	Shadowing correlation between cells/sectors
	0.5 / 1.0

	Multipath delay profile
	6-path GSM Typical Urban

	UE speed
	3 km/h (fD = 5.55 Hz)

	Number of receiver antennas
	2

	Multipath interference
	Ideal suppression


Table A2.  Basic simulation parameters
	
	Assumptions

	HARQ
	Chase combining (6-channel SAW)

	Scheduler
	Time domain scheduling 

	AMC
	By serving NodeB 

	# of UEs
	5

	# of UE dropping 
	3

	TTIs per 1 drop
	50000 TTIs (25s)

	Power control
	OLPC or CLPC(Depending on pilot transmission(see section 3.1))

	Traffic model
	Full buffer model

	Determination of BLER
	Mapping instantaneous SINR to AWGN link curves depending on each MCS level

	SINR calculation
	ESM



Table A3.  Additional simulation assumptions
	Modulation
	Code Rate
	Repetition Factor
	Data rate[kbps]

Without pilot overhead
	Data rate[kbps]

With pilot overhead

	QPSK
	1/3
	128
	19.25
	16

	
	1/3
	64
	38.5
	32

	
	1/3
	32
	75
	62.5

	
	1/3
	16
	150
	125

	
	1/3
	8
	300
	250

	
	1/3
	4
	600
	500

	
	1/3
	2
	1200
	1000

	
	1/3
	1
	2400
	2000

	
	1/2
	1
	3600
	3000

	
	2/3
	1
	4800
	4000

	
	3/4
	1
	5400
	4500

	
	4/5
	1
	5760
	4800

	16 QAM
	1/3
	1
	4800
	4000

	
	1/2
	1
	7200
	6000

	
	2/3
	1
	9600
	8000

	
	3/4
	1
	10800
	9000

	
	4/5
	1
	11520
	9600


Table A4. Modulation and coding scheme
Annex B. Proportional fair scheduler mechanism 

For the option 1,

[image: image5.wmf][

]

[

]

h

b

)

,

(

_

)

(

k

n

R

pilot

SINR

k

S

avg

n

=

 , where
[image: image6.wmf])

1

,

(

)

1

,

(

)

1

(

)

,

(

-

+

-

-

=

k

n

R

k

n

R

k

n

R

avg

avg

c

c



[image: image7.wmf]pilot

SINR

_

 is an amount of SINR measured by NodeB with SINR estimation pilot. 
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For the option 2,
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UPH is the uplink power headroom information reported by UE.
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