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1
Introduction
This document presents link level evaluation results of WCDMA-MIMO schemes for HSDPA. As this is a first step towards more complete results, the results of only two MIMO schemes are presented for different antenna configurations: The Single Code Word (SCW) mode of the MIMO scheme described in [1] and DSTTD using a single stream of encoded data (spatial multiplexing order is 1). For the sake of comparison, also results for conventional SISO and diversity configurations are provided. 
As a metric of link level performance, the link throughput was analyzed assuming static resource allocation (constant Ec/Ior, constant scheduling, adaptive modulation and coding with CQI-dependent transport format) over a range of geometries. In order to get a more realistic picture of the performance in the presence of spatial correlations, the 3GPP/3GPP2 spatial channel models for simulations (variable directions) were used. Furthermore, results assuming uncorrelated IID channels and independent interference based on GSM Typical Urban and ITU Pedestrian B channel models are presented.
2 Simulation Assumptions
Throughout the carried out link level simulations, the Node B was constantly allocating all the available HSDPA power to one single UE (the UE for which the link performance is evaluated). The details of the simulation assumption are summarized in Table 1, Table 2, and Table 3. Besides the details listed in these tables, the following principles were applied:

· Only linear receiver architectures have been used (sub-chip level LMMSE)
· The spatial multiplexing order is fixed and not adapted to the channel. All simulations using the single code word MIMO with Space-Time Scrambling did not apply feedback of the spatial multiplexing order. This feature has not been covered in the present set of results.
· The reported CQI values are based on the SNIR at the output of the LMMSE. For each TTI, the short term SNIR (averaged over a 3 slot period) was determined and mapped into an index to a CQI table such that the highest data rate for which the BLER would not exceed 10% in static channel conditions was selected. For this SNIR to CQI mapping, the averaging methods described in [ ] were used. The short term SNIR was determined based on estimated channel impulse responses, a known HS-PDSH-to-CPICH power ratio and assuming a known covariance matrix of other cell interference (Ioc).

· The transport format of the HS-DSCH is following strictly the CQI reports of the UE. It is assumed that there is a delay of 7.5 slots between the end of the SNIR measurement period and the TTI in which the corresponding transport format is used. The CQI feedback to the Node B was assumed to be error-free.
· In order to make sure, the throughput results are not limited by the granularity of the CQI tables, a set of new CQI tables with finer granularity and if needed different peak data rates were used.

· For the following configurations, a CQI table with 66 entries and a peak data rate of 11.5 Mbps was used for the SNIR-to-CQI mapping:

· Single antenna configuration (1x1 LMMSE)

· Closed loop mode 1 transmit diversity with single receive antenna (2x1 CLTD)

· Single transmit antenna with receive diversity  (1x2 LMMSE, 1x4 LMMSE)

· Closed loop mode 1 transmit diversity with receive diversity (2x2 CLTD, 2x4 CLTD)
· For the following configurations an extended CQI table with 86 entries and data rates of up to 28 Mbps was used:
· Single code word (SCW) MIMO with space-time scrambling (see [ ]), 2 transmit antennas (2x2 STSCR, 2x4 STSCR)

· DSTTD in SCW mode (4x4 DSTTD)

· An extended CQI table with 117 entries and data rates of up to 56 Mbps was used for:

· Single code word (SCW) MIMO with space-time scrambling (see [ ]), 4 transmit antennas (4x4 STSCR)

· The new CQI tables could be easily reduced in size as many of the entries are highly unlikely to be used. It is expected that these tables could be reduced to 31 entries without any significant loss in the link level performance.
In case of the 3GPP/3GPP2 spatial channel models for simulations (variable directions), the following additional assumptions hold:

· The simulation results were averaged over a larger number of different SCM realizations, i.e. the effect of varying directions of the SCM from realization to realization was included.

· For each realization, the directions were kept constant while the Doppler shift for each of the paths and sub-paths was effective, i.e. a realistic fading was generated.

· The link of interest was embedded in a grid of 19 cells (3 sectors each). Using the path-loss and shadowing models of 25.996v6.1.0, the eight strongest interfering Node Bs were determined and modelled using the spatial properties of the SCM (geometric distribution of paths and sub-paths). The remaining interference from other Node Bs was assumed to be white. The overall spatial correlation of Ioc is therefore according to the SCM definitions (not zero).

· The spatial configuration of paths and sub-paths in the reference link and the spatially modelled interferers was varied from realization to realization.

This type of embedded link level simulations for SCM should guarantee for a more realistic modelling of spatial correlation in the useful signals and in the interference signals.
The transmit power allocation for HS-PDSCH was intentionally selected to be as large as possible for the given number of transmit antennas and the associated overhead. In realistic deployments the amount of power available for HS-PDSCH transmission might be smaller. 

Table 1 Assumptions on system parameters for link level evaluation.

	Parameter


	Assumption

	Chip rate
	3.84 Mcps

	HS-DSCH MCS
	Selected according to reported CQI values. Delay between reference measurement period (3 slots) and MCS adjustment: 7.5 slots.

	HSDPA control channels present
	HS-SCCH set size is 4   –   1 explicitly simulated, 3 are simulated as part of OCNS
For 1 and 2 transmit antennas: -23 dB Ec/Ior
For 4 transmit antennas: -26 dB Ec/Ior

In case of more that 1 transmit antenna: Transmitted in STS mode on antennas 1 & 2

	DL DPCH associated channel
	Simulated using one SF128 OVSF code, index 4.
Closed loop power control, constant power allocation.
For 1 and 2 transmit antennas: -23 dB Ec/Ior
For 4 transmit antennas: -26 dB Ec/Ior

In case of more that 1 transmit antenna: Transmitted in STS mode on antennas 1 & 2

	P-CPICH

P-CPICH & S-CPICH
	1 Tx antenna: SF256, OVSF code index 0 with -10 dB Ec/Ior

2 Tx antennas: SF256, OVSF code index 0 with -13 dB Ec/Ior at each antenna (symbols modulated as in case of transmit diversity).

4 Tx antennas 
Antennas 1&2: SF256, OVSF code index 0 with -13 dB Ec/Ior at each of them (symbols modulated as in case of transmit diversity).
Antennas 3&4: SF256, OVSF code index 3, with -16 dB Ec/Ior at each of them (symbols modulated as in case of transmit diversity).

	P-CCPCH
	-12 dB Ec/Ior

SF256, OVSF code index 1
Random symbols transmitted – ignored by receiver
In case of more that 1 transmit antenna: Transmitted in STTD mode at antennas 1 & 2

	SCH
	-12 dB Ec/Ior, the SCH allocated power is split equally between Primary SCH (P-SCH) and Secondary SCH (S-SCH)

S-SCH pattern: According to Scrambling code Group 0 given in table 4 of 25.213
In case of more that 1 transmit antenna: Transmitted in STS mode on antennas 1 & 2

	PICH
	-15 dB Ec/Ior
SF256, OVSF code index 2

Random symbols transmitted – ignored by receiver
In case of more that 1 transmit antenna: Transmitted in STTD mode at antennas 1 & 2

	OCNS
	Used to sum total radiated Ec/Ior to unity
For case of < 15 codes allocated to HS-PDSCHs: TS25.101 Annex A.1 and A.2

For case of 15 codes allocated to HS-PDSCH: 3 SF128 codes (indices 5, 6, 7) same power levels as in TS25.101 Annex A.1 and A.2

In case of more that 1 transmit antenna: Transmitted in STS mode on antennas 1 & 2

	Primary Scrambling code
	S_dl, 0 as per 25.213

	Channel estimation
	On

	RX AGC
	Off

	Number of samples per chip (
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	RRC pulse shaping 
	On, alpha=0.22

	Propagation channel types
	GSM Typical Urban 3 km/h,
3GPP/3GPP2 SCM Macro Urban 3 & 30 km/h,
ITU pedestrian B 3 km/h
(see Table 2)

	Number of bits in A/D converter
	Floating point

	IR coding
	As specified in Rel-5

	RV sequence
	{0,2,5,6} for QPSK AND {6,2,1,5} for 16QAM 

	Max number of transmissions per H-ARQ process
	4

	Number HS-DSCH transport channels
	1

	Turbo decoding
	MaxLogMap – 8 iterations

	ACK/NACK feedback error rate
	0 %

	CQI feedback error rate
	0 %

	HS-PDSCH channelisation codes
	SF16 OVSF codes starting at index 1 and up to 15

	Feedback error rate (Tx diversity CL1)
	4 %

	Antenna Verification (Tx diversity CL1)
	None

	Receiver structure
	ST-LMMSE sub-chip level equalizer

	Equalizer length in chips
	40 chips (= 80 taps at 1/2x spacing)

	Equalizer tap spacing (chips)
	1/2x

	Equalizer update rate
	1 update per slot (2560 chips)

	Other cell interference covariance
	Ideally known


Table 2 Assumptions on channel models for link level evaluation.

	Channel Model Name


	Comments

	GSM Typical Urban 3 km/h
	Generation of IID channel coefficients when multiple antennas are simulated (no correlations)

Generate interference independently for each Rx antenna as white Gaussian noise colored  by RRC (alpha 0.22)  

Tap positions are shifted to closest chip_x2 sample time

	ITU Pedestrian B 3 km/h
	

	3GPP/3GPP2 SCM Urban Macro

3 km/h and 30 km/h

(“Spatial channel model for simulations”, formerly known as “System level models”)

	Generation of channel taps according to “Spatial channel model for simulations” scenario “Macro Urban” in TR25.996v6.1.0. Simulations are averaged over several different realizations of this system level SCM in order to take into account effect of changing directions in the SCM
The antenna spacing at the Node B is assumed to be 10 λ, the antenna pattern at the Node B is the reference antenna pattern in 25.996v6.1.0. Each Node B is assumed to have 3 sectors.

The antenna spacing at the UE is assumed to be λ/2, the antenna pattern at the UE is assumed to be omnidirectional.
Generation of Interference according to “system level” description in TR 25.996:
Cell site of interest is surrounded by 18 cell sites (hex-grid)
8 strongest interference signals are modelled with spatial characteristics, i.e. the spatial correlation of Ioc at different receive antennas is not zero.
Remaining interference from other cells is modelled spatially white.

The temporal correlation of Ioc is assumed to be given by RRC filtering (alpha 0.22)


Table 3 Assumptions on HS-PDSCH power allocation and range of simulated geometries

	Parameter


	Value / Comments

	Ec / Ior
	In case of 1 or 2 transmit antennas: -1 dB Ec/Ior
In case of 4 transmit antennas: -1.25 dB Ec/Ior.

These power allocations are the upper limits for HS-PDSCH power allocation if the common and shared channels are using the power allocations as listed in Table 1. In actual deployments, the power available for HS-PDSCH might be smaller. 

	Ior_hat/Ioc (geometry)
	0 dB to 25 dB 


2 Simulation Results
2.1


Results with up to 2 receive antennas
In this section, simulations results for link throughput versus geometry for configurations using up to two receive antennas are presented. Three different channel models were used. In Figure 1, Figure 2, Figure 3, and Figure 4, the results obtained for the channel models GSM Typical Urban with 3 km/h, ITU pedestrian B with 3 km/h, SCM Macro Urban with 3 km/h, and SCM Macro Urban with 30 km/h are depicted, respectively.
A few observations:

· The throughput for the 1x1 LMMSE legacy case only increases rather slowly with geometry. Even for high geometries, the throughput does not reach the theoretical peak data rate.

· In case of 2x1 CLTD, the performance at low geometries is slightly better as compared to the 1x1 case, but degrades relative to the 1x1 case for higher geometries. This is mainly because the LMMSE is tuned to the channel seen through the adaptively formed beam for the HS-PDSCHs, i.e. the equalizer assumes an effective 1x1 channel, see the Annex of this document for more details. All the overhead and OCNS is not sent using the same beam forming vector and is therefore received via different channels. Since the used channel models have significant delay spread, a large portion of the overhead & OCNS power at the LMMSE output is not orthogonal to the HS-PDSCH power. Although the correlation of the interference generated by overhead and OCNS of the serving Node B is taken into account (as the channels over which this interference is received are known by channel estimation), the throughput for 2x1 CLTD saturates for a given equalizer length. This performance degradation of CLTD can be further mitigated by a slightly more complex LMMSE design that takes the fraction of orthogonal power in the resulting interference after dispreading into account. However, it is not expected that the performance will improve significantly.
· In case of 1x2 LMMSE, the throughput increases much faster than in case of 1x1 LMMSE due to the increased diversity. It can be observed that the throughput actually saturates at about 11.5 Mbps. This is due to the limited data rates in the used CQI table. With a modified CQI table, this limit should actually go up as high as 14 Mbps in theory. In practice, the equalizer length, imperfect channel estimation and other imperfections will most likely limit it to lower levels.
· Also in the case of 2x2 CLTD we observe performance degradation relative to 1x2 LMMSE. Again this can be attributed to the problem of equalizing a channel that is a function of the beam forming vector applied to the HS-PDSCHs while overhead and OCNS are not using the same beam forming vector. As in the case of 2x1 CLTD, the equalizer design is not optimum in the sense that it does not take into account that a part of the remaining interference power after the equalizer will be orthogonal to the intended signal, which is exploited in the dispreading process, see the Annex of this document. 
· The results for SCW MIMO with space-time scrambling are slightly better than the results obtained for 1x2 LMMSE. In the geometry range of 10-15 dB, the throughput increase is approximately 20% in all channel conditions.

· The throughput results at 30 km/h (Figure 4) are significantly lower than for the 3 km/h cases (Figure 1, Figure 2, Figure 3), since the link adaptation is not working well due to the 7.5 slot delay between end of the CQI measurement period and use of the new MCS at the transmitter. The relative throughput performance between the different configurations stays approximately constant. Of course the way the MCS is adjusted at the Node B in these simulations is not a good choice for that speed. In this case, the Node B should apply some additional filtering on the CQI reports. This problem is not MIMO specific.
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Figure 1 Link throughput results for GSM Typical Urban, 3 km/h.
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Figure 2 Link throughput results for ITU Pedestrian B, 3 km/h.
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Figure 3 Link throughput results for SCM Macro Urban, 3 km/h.
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Figure 4 Link throughput results for SCM Macro Urban, 30 km/h.
2.2 Results with up to 4 receive antennas
In this section, simulations results for link throughput versus geometry for configurations using up to four receive antennas are presented. Three different channel models were used. In Figure 5, Figure 6, and Figure 7, the results obtained for the channel models GSM Typical Urban with 3 km/h, ITU pedestrian B with 3 km/h, SCM Macro Urban with 3 km/h, are depicted, respectively. As a reference, also the 1x1 LMMSE results are depicted.
A few observations:

· The throughput for the 1x1 LMMSE legacy case only increases rather slowly with geometry. Even for high geometries, the throughput does not reach the theoretical peak data rate.

· As already observed in the 2x1 and 2x2 CLTD cases, the performance of 2x4 CLTD outperforms 1x4 LMMSE in the low SNIR region (except for the SCM Macro Urban case), whereas 2x4 CLTD performance gets worse at high geometries. The rationale for this is again that the LMMSE is tuned to the equivalent 1x4 channel that is effective when the beam forming is included. This simple LMMSE could be enhanced when the knowledge about the orthogonality of some of the resulting interference is exploited, see the Annex of this document.
· In case of 1x4 LMMSE, the throughput increases again faster than in case of 1x2 LMMSE due to the increased diversity. It can be observed that the throughput saturates at about 11.5 Mbps earlier then in the case of 1x2. As explained in the 1x2 case, this is due to the limited data rates in the used CQI table

· The results for 2x4 and 4x4 SCW MIMO with space-time scrambling are better than the results obtained for 1x4 LMMSE. In the geometry range of 10-15 dB, the throughput increase is approximately equal for 2x4 and 4x4 STSCR: 50-70% in the different channel conditions. Only at 10 dB geometry and above the throughput increase of 4x4 STSCR becomes significantly larger than 2x4.
· The throughput results for DSTTD with SCW mode (spatial multiplexing order of 2) are slightly better than the STSCR results in the low geometry region, hover at geometries larger than 6 dB, the STSCR results are better. This degradation relative to STSCR seems to exist because the residual interference between the parallel encoded STTD streams and the higher code rates that DSTTD would need as compared to 4x4 STSCR.
[image: image7.emf]0 5 10 15 20 25

0

5

10

15

20

25

30

 I

 ^

 or

 /  I

 oc

  in dB

Throughput in Mbps

Throughput vs. geometry for TU 3 km/h

1x1 LMMSE

1x4 LMMSE

2x4 CLTD

2x4 STSCR

4x4 STSCR

4x4 DSTTD


Figure 5 Link throughput results for GSM Typical Urban, 3 km/h.
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Figure 6 Link throughput results for ITU Pedestrian B, 3 km/h.
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Figure 7 Link throughput results for SCM Macro Urban, 3 km/h.
2.3 Other observations

In this analysis we have kept the maximum modulation order for HSDPA at 4 (16 QAM). Therefore, the dimensionality that the turbo encoder can use at high SNRs is limited compared to a case where 64 QAM would be available. Indeed, at high SNRs in a system without spatial multiplexing, the scheduler needs to use high code rates in order to increase the data rate. These high code rates in conjunction with the rate matching inefficiency lead to significant losses relative to channel capacity achieving codes. These losses are increasing with increasing code rate.

The additional spatial multiplexing introduced by MIMO at these high SNR operating points increases the available dimensionality and enables the scheduler to use a lower code rate to achieve the same transmission rate and thus improves the overall efficiency. In other words, MIMO enables the scheduler to overcome the 16-QAM and rate matching limitations in HSDPA to some extent. We would need to compare MIMO and non MIMO HSDPA performance with an improved rate matching and  64-QAM to quantify the contribution of this effect to the gain provided by MIMO in our simulations.

When using MIMO with 4 transmit antennas, the power allocation to S-CPICHs needed at the additional antennas 3 and 4 increases the control channel overhead. In this contribution we assumed a fixed setting of -16 dB per antenna for those additional antennas. The trade-off between channel estimation quality and capacity loss linked to S-PICH power allocation needs further evaluation.

3 Conclusions

Configurations with up to 2 receive antennas: 
The link level results presented in here indicate that for 2x2 MIMO systems using a linear MMSE receiver, we should expect rather limited increase of sector throughput compared to 1x2 LMMSE or 2x2 CLTD schemes. In the low SNR region the legacy schemes (1x2 LMMSE, 2x2 CLTD) are about as good or sometime even better than 2x2 MIMO (e.g. for the SCM case). Only when the SNR gets better than 7-8 dB, we start seeing a noticeable throughput difference between 2x2 MIMO and legacy techniques. This throughput increase in the order of 20% for geometries of 10 up to 15 dB. Therefore, it should be expected in a system level evaluation assuming a regular cell grid with frequency reuse of one and full loading of the cells, that the overall increase of per sector throughput is somewhere below this 20% number. Geometries higher than 15 dB will not occur often enough in such scenarios to significantly improve the sector throughput.
Configurations with up to four receive antennas: 
Given a linear receiver design, the use of 2x4 MIMO instead of legacy techniques (1x4, 2x4 CLTD) seems more attractive as in the case of a maximum of 2 receive antennas. DSTTD with a single encoded stream of data is only attractive in a low SNR range, at least at slow speed. For the depicted cases of 3 km/h, 4x4 DSTTD is outperformed by 2x4 and 4x4 STSCR at geometries of about 7 dB and higher. It needs to be seen how that is impacted by higher speed. 4x4 configurations offer further gains in relatively high SNR regions as compared to 2x4 configurations. Depending on the channel model, the region in which 4 transmit antennas become attractive starts around 10-13 dB geometry. This is a rather high geometry for normal cellular operation with reuse of one and fully loaded systems. On the other hand realistic deployments are usually offering slightly better geometry distributions due to better cell isolation and lower loading.
All the results we presented in this document are only valid for a linear receiver design. Non-linear receiver designs such as successive interference cancellation receivers should enable further gains in MIMO systems using multi code word (MCW) transmission. These gains need to be further quantified.
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Annex
In this annex we would like to explain in a bit more detail, what is meant by using a simple LMMSE for CLTD that is just tuned to the effective channel (including the beam forming) and taking the remaining overhead and OCNS transmitted from the same node B into account as coloured noise.

The optimal Wiener solution for LMMSE filter weights with delay of D chips as derived e.g. in  [2], is given by
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is the chip power of each transmitted chip sequence at the different transmit antennas (assuming equal power at the transmit antennas for now).
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covariance matrix of the effective interference at the receive antennas.
In the simplest application of LMMSE to the case of CLTD, one would assume that the channel through which the CLTD beam formed signal is transmitted is actually a 1xN channel. In that case the matrix 
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Since now the transmit signal of interest is not only disturbed by other cell interference (Ioc), but also by overhead and OCNS signals from the own serving Node B (the overhead and OCNS does not undergo the same beam forming), we need to take that additional interference into account. Therefore, we should split 
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 into two parts (assuming that other cell interference and interference from overhead and OCNS is independent).
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If we assume that the overhead and OCNS components transmitted at the two transmit antennas can be modelled as white and independent signals, 
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 is the total power of overhead and OCNS at each transmit antenna.

This is the assumption on the resulting interference covariance matrix
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, which was used in the simulations for CLTD.

In fact, the interference from overhead and OCNS – which are signals spread with OVSF codes – will not fully impact the signal quality after dispreading. Since some part of this interference will stay orthogonal to the desired signal after filtering with the LMMSE filter, the dispreading will still remove some part of this overhead and OCNS interference. The components of overhead and OCNS signals that are still time aligned with the desired signal after filtering with the LMMSE filter will remain orthogonal to the desired signal. This property is not exploited in the simple form of LMMSE. There are other forms of LMMSE chip level equalizers or symbol level equalizers that take this orthogonality aspect into account. However, in this contribution we used the described form of LMMSE.
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