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1. Introduction
The agreed upon requirements for the downlink E-UTRA demand 3-4x increase in theuser throughput and spectral efficiency relative to the Rel. 6 systems [1]. For the E-UTRA it is assumed that both the Node B and UE employ 2 antennas. This facilitates the use of multi-input multi-output (MIMO) techniques. While the use of multiple antennas at the Node B and UE has some potential gain, choosing the set of MIMO techniques that results in the best overall performance requires some extensive study.
In this contribution, we present several candidate MIMO schemes for the downlink OFDMA E-UTRA. The schemes are proposed for further study and evaluation.  Section 2 outlines the applicability of various multi-antenna techniques to the E-UTRA followed by the description of several MIMO techniques in Section 3. In Section 4 we discuss the required downlink and uplink signaling supports for the proposed MIMO schemes. A MIMO hybrid ARQ scheme is proposed in Section 5 followed by the conclusion in Section 6.   
2. Applicability of Multi-antenna Techniques to the DL E-UTRA
The numerous existing multi-antenna schemes can be classified in terms of the level of diversity and spatial multiplexing. In general, a scheme is only appropriate for a certain set of scenarios. Hence it is desirable to support multiple schemes. However, the number of supported schemes should be kept minimum to minimize the associated signaling overhead.
For downlink FDD, the scheme selection is best performed at the UE since the UE has the downlink channel knowledge. Given the channel, the UE needs to select the best multi-antenna technique depending on the several factors such as:
· Service: Is it throughput or quality of service (QoS) driven?

· Geometry: This is related to the location of the UE within the cell. An estimate of geometry can be obtained via averaging the CQI over multiple TTI’s. 
Figure 1 summarizes the general rule of thumb for selecting a multi-antenna scheme as a function of geometry. For the UE’s on the cell edge (low geometry UE’s), coverage is more important than throughput since the supportable data rate is usually low in this region. To maintain good coverage, transmit diversity (such as space-time coding and transmit adaptive array) can be used to increase the link reliability for a given data rate. When the UE is very close to the Node B (high geometry UE), high data rate can be supported and hence throughput is desired. In this case, MIMO techniques should be used.      
In this contribution, we focus on the MIMO schemes rather than the general multi-antenna aspect. This is because the transmit diversity schemes that are currently used in Rel. 6 such as STTD and TxAA mode 1 are readily applicable for the E-UTRA. 
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Figure 1 – The use of multi-antenna techniques 
3. MIMO Techniques

In this section, we present several candidate MIMO techniques. Some of the schemes presented here are adapted from the MIMO study item document [2].
3.1. Per Group Rate Control (PGRC) for 4x4 MIMO
When four antennas are available at the Node B and UE, VBLAST or PARC can be used as depicted in Figure 2 (a) and (b). In VBLAST, one data stream assigned to one MCS is divided into 4 streams. Hence, the data stream attains maximum spatial diversity after packet decoding. In PARC, four independent streams are transmitted via the four transmit antennas where each stream is assigned to one MCS. The MCS’s associated with different antennas can be different depending on the channel. Both the schemes can achieve maximum multiplexing gain (=4). However, PARC allows more granularity in the MCS selection and hence is more spectrally efficient. Also inherent in PARC is its flexibility in adjusting the spatial multiplexing gain from 1 to 4 which is important especially for operations in the low geometry region. This comes at the expense of an increase in the channel quality indicator (CQI) feedback requirement. That is, four CQI’s are needed for 4x4 PARC whereas only a single CQI is needed for 4x4 VBLAST. This difference becomes significant when those MIMO schemes are used in conjunction with the localized OFDMA. For the localized OFDMA with M chunks, the total number of CQI’s is M and 4M for VBLAST and PARC. For 5 MHz bandwidth where M=15 or 16, the CQI feedback requirement for PARC becomes prohibitive.
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Figure 2 –Spatial multiplexing schemes for 4x4 MIMO: (a) VBLAST (b) PARC (c) PGRC
To attain the spectrum efficiency of PARC with reduced feedback requirement, we propose the per group rate control (PGRC) scheme as shown in Figure 2 (c). While still attaining the peak data rate, the number of independent data streams is two. This reduces the number of CQI’s from 4 to 2 per OFDMA sub-channel. It was demonstrated in [3] that the performance of 4x4 PGRC is virtually identical to that of 4x4 PARC. For a very low geometry operation, PGRC can be used in conjunction to closed-loop transmit diversity.
The optimum grouping rule for PGRC can be derived from the fact that the BER of the n-th group (n=1,2) is dominated by the lowest SINR within the group. That is:

[image: image1]
Hence, the optimum grouping rule is: 
· Group 1: the best 2 antennas
· Group 2: the worst 2 antennas

And there are 3 grouping possibilities: (1,2)(3,4) ; (1,3)(2,4) ; (1,4)(2,3).
3.2. Multi-user MIMO

The idea of multi-user MIMO has been around in the literature (e.g. SDMA) and was introduced in 3GPP for HSDPA as PU2RC [2]. In the simplest form, multi-user MIMO is depicted in Figure 3 (a) in the context of 2x2 PARC. Based on the CQI feedback from all the active UE’s, the Node B selects the best UE for each transmit antenna using a certain optimality criterion. Hence, the Node B can schedule up to 2 users per OFDMA sub-channel. This increases multi-user diversity gain which leads to an increased throughput as demonstrated in [3]. 

Another example of multi-user MIMO can be given in the context of 4x4 PGRC as depicted in Figure 3 (b). Similar to the 2x2 PARC example, the Node B can schedule up to 2 users per OFDMA sub-channel where each user corresponds to one of the independent streams. Some initial results for 4x4 multi-user PGRC can be found in [3].
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Figure 3 –Multi-user MIMO schemes for (a) 2x2 PARC (b) 4x4 PGRC
3.3. Linear pre-coding

Introducing a linear unitary transformation to the multiple streams can provide some additional performance improvement. It can be viewed as a multi-stream generalization to TxAA where the selected pre-coding matrix is chosen by the UE and signaled to the Node B via a feedback. This was first proposed for HSDPA in [4] and was later improved in [5]. The idea is readily applicable for the DL E-UTRA. The linear pre-coding scheme is depicted in Figure 4 as an enhancement to 2x2 MU-PARC as well as 4x4 MU-PGRC. Note that the grouping in PGRC is a form of pre-coding. However, additional linear transformation may result in additional performance gain.   
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Figure 4 –Linear pre-coding scheme for (a) 2x2 PARC (b) 4x4 PGRC
While linear pre-coding provides some additional gain, it also incurs some additional feedback (uplink) and control (downlink) requirements. Hence the gain needs to be considered in light of the additional overhead. 
4. Required Downlink and Uplink Supports
The required downlink and uplink supports for the schemes presented above are outlined in Table 1. 
We assume that several MIMO schemes will be supported for the E-UTRA. For the MIMO scheme selection, the feedback rate can be lowered since the best MIMO scheme is not expected to vary very fast. 
The number of CQI’s will depend on the supported schemes. As mentioned above, the 2x2 PARC and 4x4 PGRC require 2 CQI’s since they support 2 independent data streams.
The linear pre-coding MIMO may require dedicated pilot since the pre-coding will not be applied to the common pilot channel. Alternatively, the pre-coding matrix that is used at the Node B can be indicated in the DL control channel. 
Table 1– The required downlink and uplink supports for the MIMO schemes in Section 3
	 
	Description
	Downlink Support
	Uplink Support

	MIMO scheme selection
	Selected at the UE based on the channel condition
	Control channel
	Scheme selection feedback, can be of lower rate

	Channel equality indicator (CQI)
	Used for MCS and scheduling at Node B
	-
	1 CQI feedback per “independent” data stream every TTI

	Pre-coding (only for pre-coding MIMO)
	Indicate the selected pre-coding matrix at the UE & the one used at the Node B
	Control channel, dedicated pilot
	Pre-coding matrix selection feedback every TTI


5. Pre-coding based MIMO Hybrid ARQ
Linear pre-coding can also be used to enhance hybrid ARQ. The idea is described in Figure 5 for 2x2 PARC. We note that this scheme is complementary to the current (single-antenna) Chase combining and incremental redundancy that are supported in the Rel. 6 HSDPA. The algorithm can be described as follows:
1. A predetermined set of unitary matrices { V0, V1, … , VN―1 } is used.
2. Upon the first transmission V0 is used.

3. Upon receiving a NACK, V1 is used for the first retransmission (second transmission), …, Vn is used for the n-th retransmission ((n+1)-th transmission).
4. The UE will perform combining across those redundancy versions of the same packet data.
This scheme will provide some additional throughput gain especially in low mobility scenario. Since the redundancy version is signaled via the HS-SCCH and hence is known by the Node B and the UE, this scheme does not require any additional signaling support. 

[image: image9]
Figure 5 –Pre-coding based HARQ
6. Conclusions
In this contribution, we outline several MIMO techniques that can be further studied for the DL E-UTRA. The techniques are: 
· Per group rate control (PGRC)

· Multi-user MIMO

· Linear pre-coding MIMO
· Pre-coding based MIMO hybrid ARQ. 
The required downlink and uplink supports are also discussed. In essence, some extensive study needs to be done in order to choose the best subset of MIMO OFDMA techniques for the downlink E-UTRA. Several factors to be considered include:

· The resulting improvement in spectral efficiency
· The effect on coverage or cell edge performance

· The additional overhead due to feedback and signaling requirements 
· Mobility support
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� EMBED Equation.3  ���





Moderate G:


Techniques for low G and high G should be used interchangeably depending on CIR





Center cell (high G):


High data rate, throughput is desired


MIMO (spatial multiplexing) can increase throughput





Cell edge (low G):


Lower data rate, coverage is desired


Transmit diversity (STC, TxAA) can increase link reliability and coverage at a given data rate
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