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1. Introduction

At the RAN1#40bis (Beijing) and RAN1#41 meetings (Athens), most companies proposed OFDM based radio access in the downlink. Thus, it is anticipated that the OFDM-based access will be the most promising radio access in the downlink. In OFDM-based radio access, a large multiuser diversity effect is obtained by using channel-dependent packet scheduling in the frequency domain in addition to the time domain in a frequency-selective (multipath) fading channel. In frequency and time domain channel-dependent scheduling, the multiuser diversity effect is increased according to the decrease in the chunk bandwidth (increase in the number of chunk blocks), although the number of signaling bits is increased. This contribution focuses on the benefits from the multiuser diversity effect through channel-dependent scheduling and investigates the optimum chunk bandwidth from the viewpoint of the sector throughput based on system-level simulations using OFDM-based radio access in the Evolved UTRA downlink (note that a chunk is defined as a transmission unit of the payload in the contribution).

2. Simulation Conditions

In OFDM-based access, channel-dependent packet scheduling in the frequency domain in addition to the time domain is very effective in increasing the user throughput and sector throughput owing to a large multiuser diversity effect [1-4]. Thus, frequency and time domain channel-dependent scheduling is a key technique in the Evolved UTRA downlink due to not only an increase in the sector throughput, but also an improvement in the data rate at the cell boundary. In this contribution, we investigate the effect of frequency and time domain channel-dependent scheduling in system-level simulations using the radio parameters in Fig. 1. In the simulations, we assume that 9.0 MHz of the 10-MHz channel bandwidth are occupied. Table 1 indicates the number of sub-carriers and the occupied bandwidth per chunk, Bc, (hereafter simply referred to as the chunk bandwidth) according to the total number of chunks, Nchunk, from 1 to 60. 
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Figure 1 – Radio parameter assumption 

Table 1 – Radio Parameters Concerning Chunk

	Number of chunks, Nchunk
	1
	10
	15
	30
	60

	Number of sub-carriers per chunk
	600
	60
	40
	20
	10

	Chunk bandwidth, BC (MHz)
	9.0
	0.9
	0.6
	0.3
	0.15


Table 2 lists the detailed simulation parameters. We followed the simulation conditions described in [5]. We assume a 19-cell configuration, where each cell has three sectors. We set the cell radius to 289 m. However, we assume the minimum distance between the cell site and the UE is 35 m [5]. We employed the following combinations of modulation and coding rates in the Turbo code: QPSK with R = 1/8, 1/4, 1/2, and 2/3; 16QAM with R = 1/2 and 2/3; and 64QAM with R = 1/2, 2/3, 3/4. We set the control delay of the channel-dependent scheduling and link adaptation, and the round trip delay of the hybrid ARQ with packet combining (Incremental Redundancy) to 4 (= 2 msec) and 6 sub-frames (= 3 msec), respectively.  We employed the exponential effective SIR mapping (EESM) method for the combining system and link-level simulations [6]. 

Table 2 – Simulation Parameters

	Parameter
	Assumption

	Cellular layout
	Hexagonal grid, 19 cell sites, 3 sectors per site

	Cell radius
	289 m

	Minimum distance between UE and cell site
	35 m

	Antenna pattern
	70-degree sectored beam

	Total BS Tx power
	46 dBm

	Distance dependent path loss
	128.1 + 37.6log10(r)

	Penetration loss
	20 dB

	Shadowing standard deviation
	8 dB

	Shadowing correlation between cells / sectors
	0.5 / 1.0

	Modulation scheme

and

Channel coding rate
	QPSK (R = 1/8, 1/4, 1/2, 2/3),

16QAM (R = 1/2, 2/3),

64QAM (R = 1/2, 2/3, 3/4)

	Control delay in scheduling and AMC
	2.5 msec (4 sub-frames)

	Scheduling algorithm
	Proportional Fairness

	Round trip delay in hybrid ARQ
	3.75 msec (6 sub-frames)

	Packet combining method in hybrid ARQ
	Incremental Redundancy

	Number of receiver antennas
	2

	Traffic model
	Full queue traffic


3. Simulation Results

3.1. Investigations on optimum chunk bandwidth focusing on only multiuser diversity effect

Figures 2 (a), 2(b), and 2(c) show the sector throughput performances with the chunk bandwidth as a parameter, as a function of the number of UEs per sector for the fading maximum Doppler frequency fD = 5.55 Hz (corresponding speed of 3 km/h at 2-GHz carrier frequency). Figures 2(a), 2(b), and 2(c) assume the Typical Urban, Pedestrian-B, and Vehicular-A channel models, respectively. As shown in Fig. 2, we see that according to the decrease in the chunk bandwidth, the sector throughput is significantly increased owing to an increasing multiuser diversity effect. In Figs. 2(a) and 2(b), for the Typical Urban and Pedestrian-B models, respectively, we find that the sector throughput is almost saturated at the chunk bandwidth of approximately 300 kHz, where the coherence bandwidths of the Typical Urban and Pedestrian-B models are approximately 200 and 260 kHz, respectively (definition of coherence bandwidth is assumed to be 1/(5) using the r.m.s. delay spread, ).  Next, in Fig. 2(c) for the Vehicular-A model, we find that the achievable sector throughput is saturated at the chunk bandwidth of approximately 600 kHz, where the coherence bandwidth of the Vehicular-A model is 540 kHz. The resultant sector throughput gain of the frequency and time domain channel-dependent scheduling compared to that using only the time domain scheduling is summarized in Table 3. The tables show that the optimum chuck bandwidth is approximately 300 to 600 kHz assuming the three power delay profile channel models, from the viewpoint of the multiuser diversity effect gained in the frequency domain.
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 (a) Typical Urban model at 3 km/h (fD = 5.55 Hz)     (b) Pedestrian-B model at 3 km/h (fD = 5.55 Hz)   
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(c) Vehicular-A model at 3 km/h (fD = 5.55 Hz)

Figure 2 – Sector throughput performance with chunk bandwidth as a parameter

Table 3 – Throughput Gain Using Frequency Domain Channel-Dependent Scheduling

(a) Typical Urban Model at 3 km/h (fD = 5.55 Hz)

	Number of UEs
	Chunk bandwidth, BC

	
	0.9 MHz
	0.6 MHz
	0.3 MHz
	0.15 MHz

	4
	1.08
	1.09
	1.10
	1.10

	8
	1.13
	1.14
	1.16
	1.18

	16
	1.17
	1.19
	1.22
	1.24

	32
	1.22
	1.23
	1.27
	1.30

	64
	1.25
	1.26
	1.31
	1.34


(b) Pedestrian-B Model at 3 km/h (fD = 5.55 Hz)

	Number of Ues
	Chunk bandwidth, BC

	
	0.9 MHz
	0.6 MHz
	0.3 MHz
	0.15 MHz

	4
	1.07
	1.09
	1.11
	1.12

	8
	1.11
	1.14
	1.17
	1.19

	16
	1.16
	1.19
	1.23
	1.25

	32
	1.20
	1.24
	1.28
	1.30

	64
	1.22
	1.27
	1.31
	1.34


(c) Vehicular-A Model at 3 km/h (fD = 5.55 Hz)

	Number of Ues
	Chunk bandwidth, BC

	
	0.9 MHz
	0.6 MHz
	0.3 MHz
	0.15 MHz

	4
	1.06
	1.08
	1.09
	1.09

	8
	1.10
	1.12
	1.14
	1.14

	16
	1.13
	1.17
	1.18
	1.19

	32
	1.17
	1.21
	1.23
	1.24

	64
	1.20
	1.24
	1.27
	1.27


3.2. Investigations on optimum chunk bandwidth focusing on multiuser diversity effect and overhead loss using control signaling bits

In frequency and time domain scheduling, multiple UEs are accommodated in the same sub-frame employing different chunks. Thus, when the frequency and time channel-dependent scheduling is used in combination with AMC and hybrid ARQ, the number of required control signaling bits is increased according to the increase in the number of chunks, i.e., the number of UEs accommodated in the same sub-frame. Accordingly, the effective sector throughput is reduced by the increase in the number of control signaling bits. Therefore, we investigate the optimum chunk bandwidth from the viewpoint of the actual sector throughput considering the control signaling overhead. We consider two types AMC schemes as described below. In both schemes, we assume that hybrid ARQ is conducted every sub-frame.

(a)  Chunk-independent adaptive modulation and chunk-common channel coding rate

Although the same channel coding rate (including rate matching) is employed over multiple chunks, adaptive control of the data modulation scheme is applied to each chunk.

(b) Chunk-common adaptive modulation and channel coding rate

The same channel coding rate (including rate matching) and data modulation scheme is employed over multiple chunks.

We also assume that the maximum number of UEs accommodated in the same sub-frame is NUE = Nchunk/2, because in most cases the number of UEs accommodated in the same sub-frame is fewer than Nchunk, i.e. many UEs are assigned multiple chunks. The control signaling bits required for channel-dependent scheduling, AMC, and hybrid ARQ are listed in Table 4. We explain the control signaling bits assumed in the contribution. We assume chunk assignment information of Nchunk * NUE bits for frequency and time domain channel-dependent scheduling.  In the AMC, we assume modulation scheme information of 2 bits, since we consider 3 modulation schemes such as QPSK, 16QAM, and 64QAM. Further, we assume channel coding information of 4 bits, which corresponds to transport-block size information of 6 bits in HSDPA. In terms of hybrid ARQ, we don’t consider redundancy version and constellation version of 3 bits, which is defined in HSDPA, since we don’t consider constellation rearrangement function in the contribution. As a result, we assume redundancy version of 2 bits per control interval.

Table 4 – Required Control Signaling Bits in Frequency and Time Domain Channel-Dependent Scheduling

	Feature
	Control message
	Method (a) (bit)
	Method (b) (bit)

	Scheduling
	UE identity
	16 * NUE
	16 * NUE

	
	Chunk assignment information
	Nchunk * NUE
	Nchunk * NUE

	AMC
	Modulation scheme information
	2 * Nchunk
	2 * NUE

	
	Channel coding information
	4 * NUE
	4 * NUE

	Hybrid-ARQ
	Hybrid-ARQ process information
	3 * NUE 
	3 * NUE 

	
	Redundancy version
	2 * NUE
	2 * NUE

	
	New data indicator
	NUE
	NUE


We assume QPSK modulation and the coding rate of 1/4 for the control signaling channel. Figure 3 shows the number of control signaling bits and its insertion loss as a function of the chunk bandwidth. The figure shows that the overhead loss due to control signaling bits is increased according to the increased number of chunks. Finally, Figs. 4(a) and 4(b) show the sector throughput for the Typical Urban channel model considering the overhead loss of the required control signaling bits for AMC schemes (a) and (b), respectively. These figures show that the sector throughput is maximized when the sector throughput is approximately 900 kHz. This result doesn’t mean to exclude the narrower transmission bandwidth than approximately 900 kHz for low data-rate transmission. It only means that the chunk size to which CQI information is attached is approximately 900 kHz. Thus, the further narrow transmission bandwidth assignment is necessary for low data-rate transmission. To achieve this, the common averaged CQI for multiple narrow transmission bandwidths (chunk bandwidth) in the approximately 900-kHz bandwidth can be used.
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Figure 3 – Control signaling bits and overhead ratio 
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(a) Chunk-independent adaptive modulation and chunk-common channel coding rate
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(b) Chunk-common adaptive modulation and channel coding rate

Figure 4 – Sector throughput performance with chunk bandwidth as a parameter considering overhead loss for control signaling bits (Typical Urban model at 3 km/h (fD = 5.55 Hz)) 
4. Conclusion

This contribution presented the optimum chunk bandwidth in the frequency and time domain channel-dependent packet scheduling based on system-level simulations in the downlink OFDM radio access. The simulations clarified the following results.

· The optimum chuck bandwidth is approximately 300 to 600 kHz assuming the Typical Urban, Pedestrian-B, and Vehicular-A models from the viewpoint of the multiuser diversity effect gained in the frequency domain.  

· Considering the overhead loss by the control signaling bits for scheduling, AMC and hybrid ARQ together, the optimum chunk bandwidth is approximately 900 kHz.

It should be noted that this result doesn’t mean to exclude the narrower transmission bandwidth than approximately 900 kHz for low data-rate transmission. It only means that the chunk size to which CQI information is attached is approximately 900 kHz. Thus, the further narrow transmission bandwidth assignment is necessary for low data-rate transmission. To achieve this, the averaged CQI, which is common for multiple narrow transmission bandwidths (chunk bandwidth) in the approximately 900-kHz, bandwidth can be used.
5. Text Proposal  (Section 7.1.2.1 in TR 25.814) 
---------------------------------------- Start of Text Proposal --------------------------------------------------

7.1.2.1 Scheduling

For downlink shared data channel transmission, the channel-dependent scheduling in the frequency and time domains based on chunk allocation should be supported, where a chunk is defined as the radio resource unit in the time and frequency domains. From the viewpoint of multiuser diversity gain that takes advantage of exploiting the frequency domain channel variation, the optimum chunk bandwidth is 

· BWchunk ( 300-600 kHz.

Furthermore, if the overhead loss associated with the control signaling bits for channel-dependent packet scheduling, AMC and hybrid ARQ are taken into account, the optimum chunk bandwidth becomes 

· BWchunk ( 900 kHz.
This means that the chunk size to which CQI information is attached is approximately 900 kHz. To assign further narrow transmission bandwidth for low data-rate transmission, the averaged CQI, which is common for multiple narrow transmission bandwidths (chunk bandwidth) in the approximately 900-kHz bandwidth, can be used.
---------------------------------------- End of Text Proposal --------------------------------------------------
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