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1. Introduction

In this document two spectral based processing algorithms are presented where low complexity chip-level equalisation is performed to enable multi-code transmission and reception through multi-path channels.  The complexity and performance of the algorithms are compared with the V-BLAST algorithm where processing is performed in the time domain.

Whilst spectral processing via FFT and IFFT typically involves the insertion of a cyclic prefix, a technique that employs a soft iterative algorithm and sliding windowing can be employed to prevent this requirement [1]

 REF _Ref79904940 \r \h 
[2].  This enables the algorithms described to be adopted for systems where a cyclic prefix is not available.

It is worth noting that the spectral processing technique described is also applicable to both SISO and MISO channels, with associated complexity savings and performance gains over existing techniques, and that it is possible to adapt the architecture for the processing of TDMA and OFDM signals.

2. Spectral MIMO MMSE (SM-MSE) and Spectral V-BLAST (S-BLAST) Algorithms

The algorithms described in this section are presented for 2x2 MIMO employing cyclic prefix (CP) insertion.  The first, SM-MSE, involves chip-level equalisation in the spectral domain and the latter, S-BLAST, also employs a V-BLAST processing scheme in the spectral domain.  

CP insertion is used here for ease of formal explanation.  It is found that a straightforward extension of the bias-controlled spectral equalisation (BCSE) to the MIMO processors without the CP has the same practical performance as CP with reasonable FFT processing size [1]

 REF _Ref79904940 \r \h 
[2].  The extension of the algorithms to TxR antennas (T transmit and R receive, R(T) is trivial.

2.1 Spectral MIMO MMSE (SM-MSE)

The relationships between the received and transmitted blocks is:
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(1)

Where yj is the N-dimensional signal received by the jth RX antenna, xk is the N-dimensional signal transmitted by the kth TX antenna and Hj,k is the NxN circulant channel matrix relative to the link between the kth TX antenna and the jth RX antenna.

Because of the channel circulant nature of the matrices, (1) can be rewritten as:
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(2)

where WH is the FFT matrix and (j,k is diagonal. Relation (2) can be rewritten in the frequency domain as:
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(3)

where y(,j = WH yj  and x(,j = WH xj (FFT operation).

For the mth frequency bin, from (3) it is straightforward to verify that the following relation holds:
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(4)

or, in vector notation,


y((m) = ((m)x((m) 
(5)

where y((m) = [y(,1(m), y(,2(m)]T, x((m) = [x(,1(m), x(,2(m)]T and ((m) is given by the square matrix in (4).

The frequency domain representation of the transmitted signal on both TX antennas can be recovered by applying a 2x2 MMSE estimator for each frequency bin:
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where 
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(7)
Where (2 is the inverse of the SNR. The estimation of the transmitted blocks on both antennas is obtained by a subsequent IFFT of (6). 

It is worth noting that the MMSE estimation (6) and (7) can be performed in parallel over all the frequency bins.

2.2 Spectral MIMO V-BLAST (S-BLAST)

The Spectral MIMO MMSE algorithm does not exploit strategies based on hard estimation, symbol cancellation and subsequent spatial nulling. The V-BLAST pursuits such an objective, relying on the same matrix pseudo-inversion principle of MIMO MMSE, but introducing within the inversion process intermediate “nulling” and cancellation steps at the cost of additional complexity on the receiver side. 

Although the original formulation of V-BLAST is formally restricted to frequency flat channels, the proposed S-BLAST exploits the same principle of V-BLAST (i.e. decision and nulling), but is specifically tailored to cope with frequency selective channels. 

In the T=2, R=2 case the S-BLAST algorithm involves the computation of (6) and (7) followed by the steps described below:

1) Select the row of D(m) with minimum mean norm over of m (i.e. over frequency); in other words,

find k such that 
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Indicate the selected row as k; define the kth row of D(m) as dT(m, k).

2) Estimate the kth element of 
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= dT(m, k) y((m) for all the frequency bins and obtain the spectral vector:


[image: image10.wmf][

]

T

MSE

f

MSE

f

f

k

N

x

k

x

k

)

;

(

ˆ

,

);

;

1

(

ˆ

)

(

ˆ

,

,

K

=

x


3) Perform the IFFT of 
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 to obtain a soft estimate 
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of the signal transmitted by the kth antenna.

4) For all users, perform the whole decoding chain up to bit estimation. 

5) Encode again, for all users, the estimated bits to obtain a hard estimate, defined as the transmitted signal on the kth antenna. Add CP to 
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.

6) Using the estimated channel, obtain (e.g. by convolution) a hard estimate 
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 of the received signals on the two antennas.

7) Select now (and indicate with j) the receiving antenna not selected in step 1; i.e. if k = 2 was selected in step 1, now define index j=1;

8) Define the new spectral channel matrix (k(m) obtained from ((m) by setting the kth column to zero.

9) Compute Dk(m) by using (k(m) in (7) and define the jth row of Dk(m) as qT(m, j).

10) Estimate the jth element of 
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= qT(m, j) y((m) for all the frequency bins to obtain the spectral vector:
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11) Perform the IFFT of 
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 to obtain a soft estimate 
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of the signal transmitted by the jth antenna.

12) Either stop the processing or use 
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 to obtain second order estimate 
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by repeating the steps from 5 to 13 and reverting the roles of k and j.

3. Complexity Comparison

Table 1 outlines the gross mega-flops required in MATLAB to decode a single UMTS-FDD HSDPA sub-frame for 1, 4, 8 and 15 multi-codes. The figures refer to a 2x2 MIMO configuration and represent the operations needed to process a HSDPA sub-frame after base-band conversion and sampling, i.e. the load of the devised algorithm plus the load of the standard operations such as de-scrambling, de-spreading, de-interleaving, de-puncturing and turbo-decoding. 

These figures assume the availability of a cyclic prefix.  However, if this is not the case then using the BCSE technique referred to in Section 2 results in an increase in computational load.  The extra load is a function of the window length and the channel conditions and in the worse case (Vehicular A channel) it has been shown to result in a maximum of a four-fold increase in the computational load associated with chip-level equalisation (i.e. FFT operations), not the total load [2]. Although this document does not target to an in-depth analysis, here it can be summarised that BCSE results in an increase in load by an approximate factor of 3.75 for 1 code, whereas for 15 codes this factor is approximately 2 for SM-MSE and 2.5 for S-BLAST.

It is worth noting that most of the operations for S-BLAST and SM-MSE are performed using spectral processing and can thus be performed in parallel; in addition, part of the load is related to FFT and IFFT operations, which can be efficiently implemented in ASIC.

In summary, when most of the codes are employed, V-BLAST and SM-MSE have a similar complexity cost if a CP is available, whereas S-BLAST cost is about twice that of SM-MSE. When BCSE is employed (no CP available) then in the worse-case the tabulated computational load of SM-MSE and S-BLAST increases by a factor of approx. 2 and 2.5 respectively.

	
	Complexity (Mflops) for different number of employed codes
	Information required at UE

	Algorithm
	1
	4
	8
	15
	

	SM-MSE
	6.3
	8.7
	11.9
	17.5
	SNR

	S-BLAST
	17.5
	21.1
	25.9
	34.3
	SNR, Users’ codes

	V-BLAST
	1.5
	5.1
	9.9
	18.3
	SNR, Users’ codes


Table 1.  Complexity comparison.

4. Simulation Results

A MIMO 2x2 scheme, with a UMTS-FDD-HSDPA chain [3] was adopted to determine the performance of S-BLAST, V-BLAST and SM-MSE in terms of the block error rate (BLER) as a function of 
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. The comparative performance was determined for the transmission of two different modulation and coding schemes through two different types of channel, resulting in four simulation scenarios. The same codes were re-used among the transmit antennas. 

The simulation parameters are outlined in Annex 1 and we define the operative region as when BLER < 10%.

Although CP insertion is used in our simulations, it is possible to use the BCSE technique to achieve very similar performance for when CP is not available [2].  This enables the performance of the V-BLAST and spectral techniques to be compared.

The results of the simulations are reported in Figures 1 to 4 where the BLER is plotted as a function of 
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 for S-BLAST, SM-MSE and V-BLAST for 8 and 15 multi-code transmission.  Figures 1 and 2 show the results for MCS1 in a Pedestrian A (PA) and Vehicular A (VA) channels respectively and Figures 3 and 4 show the results for MCS2.

4.1 MCS1 (QPSK, ½ rate) in PA and VA

It is apparent from Figure 1 that for multi-code transmission, S-BLAST always outperforms V-BLAST in the operative region (BLER < 10%) and that SM-MSE outperforms V-BLAST when 
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> 10dB (or V-BLAST BLER < 4%).  The irreducible error floor observed for V-BLAST at high Eb/No is due to the fact that it does not combat the loss of code orthogonality induced in the channel by multi-path interference.   

Figure 2 shows the impact of increased multi-path diversity and hence increased loss of code orthogonality in the channel. Whilst it is observed that V-BLAST never achieves an operable level of BLER, both S-BLAST and SM-MSE exploit the diversity to achieve a performance gain compared with Figure 1.  As in Figure 1, the comparative gain of S-BLAST over SM-MSE is approximately 2dB in the operative region.

4.2 MCS2 (16QAM, ¾ rate) in PA and VA

Comparing Figures 1 and 3 the effect of adopting higher order modulation and reducing the coding gain is observed as an increase in the irreducible error floor of V-BLAST to a point where the BLER is always greater than 10%.  Again S-BLAST and SM-MSE both achieve operable BLER with S-BLAST showing a relative gain over SM-MSE of approximately 1.25dB.

Finally, Figure 4 shows that for VA channel V-BLAST never achieves an operable level of BLER whereas both S-BLAST and SM-MSE do.  Again the relative gain of S-BLAST over SM-MSE is approximately 1.25dB.

4.3 Summary

In summary, the following observations can be made:

· V-BLAST only achieved an operable level of BLER (<10%) for the case of QPSK ½ rate in the PA channel whereas both the SM-MSE and S-BLAST managed to achieve operable levels of BLER in all simulation scenarios and successfully exploit the increased level of channel diversity.

S-BLAST scheme always showed a performance gain compared with SM-MSE, thus indicating that the hard-estimation-and-nulling scheme adopted in S-BLAST is effective in reducing the BLER with respect to the SM-MSE “optimal” processor, whilst also preserving the exploitation of the channel space-frequency diversity gain achieved with SM-MSE.
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	Fig 1.  BLER against 
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 for MCS1 (QPSK ½ rate), Channel PA, S-BLAST, SM-MSE and V-BLAST, 3.624 and 6.795 mbps services, 8 and 15 codes respectively. 
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	Fig 2.  BLER against 
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 for MCS1 (QPSK ½ rate), Channel VA, S-BLAST, SM-MSE and V-BLAST, 3.624 and 6.795 mbps services, 8 and 15 codes respectively.
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	Fig 3.  BLER against 
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 for MCS2 (16QAM ¾ rate), Channel PA, S-BLAST, SM-MSE and V-BLAST 11.28 and 21.15 mbps services, 8 and 15 codes respectively.
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	Fig 4.  BLER against 
[image: image33.wmf]0

N

E

b

 for MCS2 (16QAM ¾ rate), Channel VA, S-BLAST, SM-MSE and V-BLAST, 11.28 and 21.15 mbps services, 8 and 15 codes respectively.


5. Conclusions

The Spectral MIMO Minimum Mean Squares Error (SM-MSE) and the Spectral-BLAST (S-BLAST) scheme have been introduced.  The former aimed at implementing a chip-level MMSE estimator in frequency domain, the latter to extend the V-BLAST principle to frequency-selective channels by exploiting the entailed diversity gain. Furthermore, different to the original V-BLAST structure (and other derivations), S-BLAST operates in the frequency domain, in which a formulation for the MMSE estimator at chip-level can be implemented using computationally efficient block based processing based on FFT and IFFT (hardware) modules. 

A performance evaluation of all three algorithms was conducted for PA and VA channels, for QPSK ½ rate and 16QAM ¾ rate modulation and coding with services ranging from 3.624 to 21.15 Mbps (8 and 15 multi-code transmission).
Taking the performance and complexity comparisons into account, the following conclusions can be drawn:

· Despite its lower complexity V-BLAST is unable to obtain an operative level of BLER in diverse channels with multi-code transmission.

· The processing load for SM-MSE and S-BLAST without CP insertion is dependent on the channel conditions.  When compared with the case CP insertion for 15 code reception and VA channel the load is approximately increased by a factor of 2 and 2.5 respectively.

· Whilst the complexity of SM-MSE and V-BLAST is comparable for multi-code reception with CP insertion (or approximately twice with no CP and VA channel), SM-MSE is shown in general to significantly outperform V-BLAST, especially for multi-code reception in diverse channels.

· Adopting either spectral approach (SM-MSE or S-BLAST) enables the use of all the available codes.

· For the simulation scenarios adopted, the gain of S-BLAST over SM-MSE is found to be between 1.25 and 2dB.  This is at the cost of double the computational complexity.

In conclusion, it is proposed that the essence of this document be captured in TR25.876 and, in particular, the performance advantage and associated complexity of advanced receiver algorithms, such as those presented, should be noted.
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Annex 1: Simulation parameters

	Parameter
	Assumption

	Carrier frequency
	2000 MHz

	Chip Rate
	3.84 Mcps

	Thermal Noise Density
	-174 dBm/Hz

	Receiver Noise figure
	0 dBm

	Receiver Noise Power
	-103.2 dBm

	HS-DSCH
	Transmission time interval (TTI)
	2 ms

	
	Spreading Factor
	16

	
	Max number of multi-codes
	15

	CPICH
	CPICH transmit power
	20% of max total TX power

	
	Spreading factor
	256

	Coding
	Turbo coding rate 1/3  [3]

	Decoder
	Iterative Log-MAP

	Minimum TTI Interval
	1

	Channel model
	ETSI Pedestrian A & Vehicular A

	Channel estimation
	Error Free

	Cyclic prefix 
	1 per HSDPA sub-frame

	Cyclic prefix length
	Equal to channel delay profile

	Other parameters
	As UMTS-FDD-HSDPA release 5 [3]


Modulation and Coding Schemes:

	Name
	Modulation
	Rate
	Output

Bits/code
	Info bits

per code
	Employed Codes 
	Info Rate per code

(Mbps)
	Total Info Rate 

(Mbps)

	MCS1
	QPSK
	½
	960
	453
	8
	0.2265
	1.8120

	
	
	
	
	
	15
	0.2265
	3.3975

	MCS2
	16-QAM
	¾
	1920
	1410
	8
	0.7050
	5.6400

	
	
	
	
	
	15
	0.7050
	10.5750


Employed metrics:

BLER (Block Error Rate): Number of failed CRC per second.

Eb/No(tx): Ratio between the delivered energy per source information bit (excluding CPICH, paging, etc) and the noise spectral density measured at the input of the processing chain (i.e. after baseband conversion and before any other operation).
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