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1 Introduction
In the previous meeting, we have raised the issue on the number of scheduling Node Bs when the UE is in soft handover. There could be two options [4].
· Only a single Node B sends the scheduling command to a UE.

· All active set Node Bs send the scheduling command to a UE.

In this contribution, the system level performances with these options are evaluated in the full buffer model.
2 Simulation assumption
· Following test cases are simulated in this contribution.

	
	Case1 
	Case2
	Case 3

	Scheduling Node-B
	Primary Node B
	All Node Bs under active set
	Primary Node B

	SHO restriction (Effective data rate)
	Up to 512kbps 
	Up to 512kbps
	Up to 64kbps


· In case 1 and case 3, the primary Node B is selected as the best downlink Node B.
· In case 2, the UE uses the Or-of-Down method to decide the data rate from the multiple scheduling commands.
· In case 1 and case 3, the Node B scheduler reserves the RoT resource for SHO UEs which are scheduled by the other Node B [2].

· Fairness criteria: though it is important to guarantee the fairness to all users as well as to maximize total throughput, these factors have a kind of trade-off relationship. So, we need to set the fairness criteria which could be a boundary to restrict the unfairness of the system. The fairness criteria have been introduced [5] and we also assume that it is an appropriate value because it is reasonable to determine the level of fairness criteria as the intermediate value between a very unfair scheduler (e.g. DL SINR scheduler) and a very fair scheduler (e.g. the proportional fair scheduler or the round robin scheduler). With the simulation results of figure A.4.1.1.4.2 in Qualcomm’s contribution [6], we can see this assumption is applicable.
	Normalized Throughput
	CDF

	0.1
	0.1

	0.2
	0.2

	0.5
	0.5


· Other simulation assumptions are described in Annex.

3 Simulation results
Figure 1 shows the average cell throughput as a function of RoT with various test cases.
The Multiple Node Bs scheduling method (case 2) has the best cell throughput performance compared to the other methods. 
Figure 2 presents the percentage of time where the RoT is greater than 8 dB. We can observe that there is no difference among the various methods
Figure3 shows the fairness curve for the various test cases. All cases maintain under the fairness criteria. However, case2 and case3 have the similar fairness curve and case 1 show a different level of fairness.
Figure 4 represents the SHO user throughput as function of the DL path loss. Even though case 2 and case 3 have the similar fairness criteria, the user throughput results are very different. In case 3, the very small data rate is allowed to  all SHO UEs due to SHO restriction but in case 2, some UEs could achieve the high data rate. 
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Figure 1: Cell throughput as a function of avg. RoT 
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Figure2: Percentage of time the RoT is greater than 8 dB 
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Figure3. Fairness curve
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Figure 4: SHO user throughput as function of DL path loss
4 Observations

· RoT variation: If the Node B could expect and reserve the RoT for the UEs which are scheduled by the other Node B, the unexpected noise rise could be reduced. Node B could expect the RoT based on the previously received packet. Without this kind of RoT reservation, a significant amount of unexpected noise rise may happen in the cells. However, the following factors could raise the error of expectation in the actual system. 
· Scheduling method: if the data rate of SHO UEs would be changed very abruptly, it may be difficult to expect the data rate of next TTI. 

· The reliability of the TFI: if Node B could not know the data rate of E-DCH received at previous timing, it could deteriorate the error of expectation.
· RoT utilization: In case that the scheduling is performed only by the primary Node B, even though the non-primary Node B has reserved certain amount of RoT based on the previously received packet, the UE could transmit the different data rate which is allocated by the primary Node B. Since scheduling of non-SHO UEs is restricted by SHO UEs which is scheduled by the other Node B, there could be loss in efficiency of RoT utilization. This is seen as the degradation of the cell throughput performance in figure 1. 
· The limitation of the data rate for SHO UEs: in order to improve efficiency of the RoT utilization, we could limit the data rate of SHO UEs. But as we can see in figure 4, all SHO UEs experience the small data rate and it may not be an appropriate operation in the actual system.
5 Conclusions

In this contribution, we have presented the comparison of the system level simulation with a single Node B scheduling and all active Node Bs scheduling method. It is seen that the multiple Node Bs scheduling method gives the larger cell throughput at average RoT than single Node B scheduling without the severe restriction on SHO UEs.
We therefore conclude that it is beneficial to support multiple Node Bs scheduling method in SHO.
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Annex. Simulation assumptions
General simulation assumptions are listed in Table 1. MCS tables and simulation methodology can be found in [1].
Table 1: General simulation assumptions
	Parameter
	Configuration

	Layout
	19 Node-B, 3-cell wrap-around layout

Site to site distance = 2800 m

	Channel model
	Mixed (PA3 30%, PB3 30%, VA30 20% and VA120 20%) 

	Traffic model
	Full buffer

	Node-B Receiver
	Rake (2 antennas per cell)

8 fingers per UE (finger assignment as in Table A-6 in [1])

	#UE per cell
	10 (# of UE dropping =3)

	UE timing
	Time aligned (no offset between users)

	Duration
	20s + 2 s warm-up 

	HARQ
	Max # of transmissions = 4

# of HARQ processes = 5

Re-transmission delay = 10 ms

Ack/Nack errors = 0%

	Scheduling Type
	E-DCH:

As described in [3]. Decentralized Node-B scheduler with 

1 serving cell per UE = best DL (same as HSDPA serving cell). All cells in UE’s active set send ACK/NAK.

	Scheduling delays
	E-DCH
Period

2 ms

Uplink SI delay

10 slots

DL Grant delay

1 slot



	Power control
	Outer loop driven by 1% BLER on DCH (ZTB)
Inner loop error rate = 4%

	DCH
	Rel-99 : TFCS = 8,16,32,64,128,256,384 Kbps 
ZTB: 0kbps with CRC (gain factor= 5/15)

	E-DCH
	E-TFC selection:

Similar to R99 TFC selection. UE MAC decides upon the E-DCH TFC in SUPPORTED_STATE and EXCESS_POWER_STATE every radio frame. The parameters {x, y, z} are set to {15, 30, 30} as in Rel‑99.

	E-DPCCH
	Not included

	SHO restriction
	When in SHO E-TFS is restricted up to effective data rate of 512kbps.


Corresponding link level results can be found in the Tdoc R1-040519 [3] for E-DCH simulation.
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