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1
Introduction

In Rel-99 it is possible to have centralized scheduling, where the scheduler is located in RNC, and is responsible for simultaneous scheduling of UEs across multiple cells. The drawback of such scheme is the significant scheduling delay. In order to provide fast scheduling for EUL, it is necessary to have scheduler placed in Node-B. The scheduling performed in Node-B is decentralized, and only limited information is available, such that the contribution of the UEs to the other cells cannot be considered.

In this document we provide a comparison of a decentralized and centralized scheduler, and consider some issues related to them.

2 Scheduler Description

Comparison of Centralized and Decentralized Scheduler

In centralized scheduling, the scheduler is located in RNC, and is responsible for simultaneous scheduling of UEs across multiple cells. The impact of each scheduled UE is taken into account in all cells it is in soft handover (SHO). That enables tight control of the used resources. However, the drawback of such scheme, where the TFCS reconfiguration function is centralized in the RNC, is the significant scheduling delay, since the TFCS reconfiguration latency and update rate is dominated by the communication delay between the RNC and Node-B and possibly between different RNCs. To reduce the scheduling delays and take advantage of the possible fast scheduling gains, Node-B scheduling is needed. The reason is that the scheduling is performed from Node-B, and the communication delay between the RNC and Node-B and possibly between different RNCs can be avoided by using only the partial information about the receive signal from a UE it schedules. That partial information is limited to the knowledge of the receive signal level at the scheduling Node-B only. The scheduling is therefore decentralized, and each Node-B schedules the UEs without considering the contribution of the UEs to the other cells. Hence, there is an advantage of the decentralized scheduling over the centralized scheduling in the delays incurred in the scheduling process, but the lack of knowledge of the impact a UE may have on the other cells’ rise-over-thermal noise (RoT) is a disadvantage. Different approaches can be found to address this problem. Some of them are as follows:

· The impact can be reduced by limiting the maximum TFC in the TFCS for the UEs in SHO

· Reduces RoT variations in the neighbouring cells

· Possibly increases system throughput

· Decreases fairness, but it is still acceptable if the fairness criterion is satisfied

· In case of link imbalance, when the best uplink cell is not the best downlink serving cell, it can be beneficial for a UE to monitor the statistics of the received power control commands from the cells in its active set. That would enable the UE to identify the link imbalance, and in that case, autonomously lower its maximum TFC in the TFCS.

Resource Estimation

Resource Estimation at Scheduling Node-B

Scheduling, i.e. the duration of validity of TFCS for E-DCH, can be per

· HARQ process

· Radio frame, or multiple radio frames.

If the scheduling is per HARQ process, Node-B will not have problems determining whether the next transmission it is scheduling for a UE is a new transmission or a retransmission. However, if the scheduling is done per radio frame, or a multiple of radio frames, and the radio frame duration is not the same as the duration of the HARQ process, estimation of the resources that will be taken becomes more complicated. In other words, the problem is that for some UEs, the scheduling Node-B may not know if the previous transmission is correctly received or not, and therefore it will not know whether to schedule new transmission, or retransmission.

Resource Estimation at Non-scheduling Node-B

If only the serving Node-B is the scheduling entity, or a subset of Node-Bs from a UE’s active set are scheduling the SHO UE, it is needed to compute the resources taken by the UE in the non-scheduling Node-Bs it is in SHO. The simplest approach is to account for the rate that has been transmitted in the UE’s previous HARQ process. It is not a perfect measure, but because of HARQ, in many cases, it will be correct.

In both cases, when estimation of the resources is done by the scheduling Node-B or non-scheduling Node-B, signalling errors on the control channel can influence the operation, and need to be considered.

Simulation Results with Centralized and Decentralized Scheduling

The following figures present the system performance in mixed fading channels, with centralized and decentralized scheduling. The results are obtained for the channel mix of PA3 30%, PB3 30%, VA30 20% and VA120 20%. Considered scheduler algorithm is Proportional Fair (PF). Scheduler related assumptions are given in R1-031004 for decentralized scheduling and in R1-0311xx for centralized scheduler. In both cases the scheduling period is 200 ms, the uplink request delay and the downlink grant delay are uniformly distributed between 60 ms and 100 ms.

Results with Full Buffer

10 UEs with always full buffers are dropped in each cell in a 19 Node-B, 3-cell wrap-around system layout.
[image: image1.emf]Full Buffer; Mixed Channel; 10 UEs per Cell
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Figure 1: Average cell throughput as a function of average RoT – Full Buffer
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Figure 2: Fairness curve - CDF of the normalized throughput per user – Full Buffer

[image: image3.emf]Full Buffer; Mixed Channel; 10 UEs per Cell
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Figure 3: Percentage of time the RoT is greater than 7 dB – Full Buffer

Results with Mixed Traffic Model

The traffic model is a mix of FTP, Near Real Time Video and Gaming users, with 12 users per cell (4 FTP, 4 Video, 4 Gaming).

[image: image4.wmf]Mixed Traffic Model; Mixed Channel Model; 12 Users per Cell;
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Figure 4: Average cell throughput as a function of average RoT – Mixed Traffic Model
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Figure 5: Fairness curve - CDF of the normalized throughput per user – Mixed Traffic Model
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Figure 6: Percentage of time the RoT is greater than 7 dB – Mixed Traffic Model

The centralized scheduler yields a small throughput gain over the decentralized scheduler, for the same average RoT. While the fairness remains the same, it can be seen that the RoT overshoot (Probability {RoT > 7dB}) is higher in the case of decentralized scheduling. This happens due to the lack of information about the interference a UE causes to the neighboring cells. The decentralized scheduler does not account for that, and SHO UEs may get scheduled with the higher rate than it would have been the case with the centralized scheduler, which does consider the amount of interference a UE inject into neighboring cells. The results also show that for the fixed RoT overshoot, the corresponding average RoT is higher for centralized scheduler, which implies higher throughput.
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