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1. INtroduction

We present system-level simulation results for the per-antenna rate control (PARC) [1][2] MIMO proposals under the following assumptions: 

· modeling user traffic

· using the standardized transport block format

· using the recently finalized spatial channel model (SCM) [3]

· modeling HARQ 

· accounting for CQI feedback delays

We use the notation (x,y) to denote a system with x NodeB antennas per sector and y antennas per UE. 

2. Simulation assumptions

We discuss the system simulation assumptions in this section.

2.1 Modeling user traffic

The traffic arrivals at the base station queues for each user follow the packet call model detailed in [4]. Because the MIMO systems can support higher data rate services, we modify the traffic model parameters so the performance metrics are more meaningful. 

Because the data rates for MIMO are higher than standard HSDPA, under the standard traffic model given in [4], the data buffers are underfilled. Therefore we use a heavy traffic model where the packet call interarriavl time is 10ms. Essentially, this guarantees traffic buffers that are never empty. The traffic model parameters are given in Table 1. 

	Process
	Random Variable
	Parameters

	Packet Calls Size
	Pareto with cutoff
	Α=1.1, k=4.5 Kbytes, 
m=2 Mbytes, μ = 25 Kbytes

	Time Between Packet Calls
	Geometric
	μ = 10 ms 

	Packet Size
	Segmented based on MTU size
	12000 bits

	Packet Inter-arrival Time
	Geometric
	μ = 2ms


Table 1. Traffic model parameters

2.2 Transport block format

We assume that the UEs are category 10 and can employ up to 15 of the 16 OVSF spreading codes for the data signal. The single antenna (SISO) transport block format is specified by Table 2. 

	CQI value
	Transport Block Size
	Number of 
HS-PDSCH
	Modulation

	1
	137
	1
	QPSK

	2
	173
	1
	QPSK

	3
	233
	1
	QPSK

	4
	317
	1
	QPSK

	5
	377
	1
	QPSK

	6
	461
	1
	QPSK

	7
	650
	2
	QPSK

	8
	792
	2
	QPSK

	9
	931
	2
	QPSK

	10
	1262
	3
	QPSK

	11
	1483
	3
	QPSK

	12
	1742
	3
	QPSK

	13
	2279
	4
	QPSK

	14
	2583
	4
	QPSK

	15
	3319
	5
	QPSK

	16
	3565
	5
	16-QAM

	17
	4189
	5
	16-QAM

	18
	4664
	5
	16-QAM

	19
	5287
	5
	16-QAM

	20
	5887
	5
	16-QAM

	21
	6554
	5
	16-QAM

	22
	7168
	7
	16-QAM

	23
	9719
	8
	16-QAM

	24
	11418
	10
	16-QAM

	25
	14411
	12
	16-QAM

	26
	17300
	15
	16-QAM

	27
	21754
	15
	16-QAM

	28
	23370
	15
	16-QAM

	29
	24227
	15
	16-QAM

	30
	25558
	15
	16-QAM


Table 2. Mapping table for 15-code UE capability

For multiple antenna transmission, we assume that code reuse with per-antenna rate control (PARC) is used [1]. Therefore, DPCH codes are reused for multiple parallel streams on different antennas, and each transmit antenna can choose from among any of the 30 transport block formats. For M antenna transmission, the UE estimates the instantenous channel (determined by the user geometry and the spatial channel model realization) and calculates the SINR metric [5] for each of the 2M - 1 transmission combinations. (We assume for the purpose of metric calculation, the UE has perfect channel knowledge.) For example, with M = 2 antennas, there are 3 combinations: both antennas can transmit, the first antenna can transmit, or the second antenna can transmit. If both antennas were to transmit, the SINR metric is a vector (one component for each antenna), otherwise, the SINR metric is a scalar. Using link level simulation results, each SINR value can be mapped to a maximum sustainable data rate for a given frame error rate. Then the rate requested by the UE is the maximum among the 2M - 1 sum rates (where the sum is taken over the transmit antennas). Note that selection transmit diversity is a special case where only one out of the M antennas transmits. 

We assume that there is a 6 TTI delay between the time the CQI feedback is sent and the time that this request is employed by the Node B scheduler.
2.3 Spatial channel model

The channel realizations for each user are generated according to the spatial channel model given in [3]. We consider the suburban macrocell and urban macrocell environments whose parameters are given in Table 3. We do not consider the options of polarization, far scatterer clusters, or urban canyon. 

	Channel Scenario
	Suburban Macro
	Urban Macro

	Number of paths (N)
	6
	6

	Number of sub-paths (M) per-path
	20
	20

	Mean AS at BS
	E(
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	Per-path AS at BS (Fixed)
	2 deg
	2 deg

	Mean AS at MS
	E((AS, MS)=680
	E((AS, MS)=680

	Per-path AS at MS (fixed)
	350
	350

	Mean total RMS Delay Spread 
	E(
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	Lognormal shadowing standard deviation 
	8dB
	8dB

	Pathloss model (dB), 

d is in meters
	31.5 + 35log10(d) 
	34.5 + 35log10(d) 

	Vehicle speed (kmph)
	3
	3


Table 3. Spatial channel model parameters

2.4 Receiver modeling

The receiver consists of an MMSE front-end equalizer followed by a virtual decoder for each transmitted substream, as shown in Figure 1. The equalizer is length 16 with oversampling rate 2. The virtual decoder despreads, demaps and decodes each substream. These operations are performed "virtually" in the sense that for a given transport format for each substream, the virtual decoder maps the output SINR of the MMSE equalizer to a FER based on link level simulation results. 
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Figure 1. Reciever block diagram

The link level simulations, upon which the virtual decoder tables are based, are for a single antenna AWGN channel. These simulations include pilot signals and channel estimation; hence the resulting performance curves account for channel estimation errors in a (1,1) system. Compared to the performance of the (1,1) link, a MIMO link would be somewhat pessimistic since for a given total pilot power needs to be distributed among the multiple transmit antennas resulting in a slightly degraded channel estimate. This performance loss should be quantified in the future. 

For each substream's FER value, an ACK or NACK is generated using independent coin flips. These are transmitted back to the Node B error-free. If a NACK occurs for a frame, then on the next scheduled transmission, the same frame is transmitted and chase combining is used at the receiver to combine the SINRs over successive retransmissions. For MIMO cases, chase combining is performed independently for each transmit antenna. 

2.5 Other assumptions

We assume that there are K = 20 users with fixed geometry. The geometry is fixed over the duration of each drop. The realizations of the channel vary from TTI to TTI based on the doppler speed and on the spatial channel model environment. A CDF of geometries is first generated from users in a sector of a center cell surrounded by two rings of interfering cells, shown in Figure 2. The y-axis of the CDF is divided into K+1 equal segments, and the geometries for the K users correspond to the CDF values of the segment boundaries. We compare the performance for both round-robin and max-rate schedulers. A summary of simulation parameters is given in Table 4. 

	Parameter
	Value

	Number of users
	20

	Channel model
	SCM: suburban and urban macro

	Fractional data power
	80%

	Scheduler
	Round robin and Max-rate

	Receiver
	MMSE

	HARQ
	Chase combining

	feedback delay
	6 TTIs

	feedback error
	0


Table 4. Summary of simulation parameters
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Figure 2. Geometry CDF

3. Simulation results

We consider the HSDPA system performance for the following antenna architectures: (1,1), (1,2), (2,2), (1,4), and (2,4), where (x, y) denotes x transmit antennas and y receive antennas per UE. We use the average throughput [4] as the performance metric. It is the throughput averaged over the K users over multiple drops (several thousand TTIs per drop). All attempted transmissions  (including multiple retransmissions) are counted towards the throughput, hence the throughput is not reduced for NACKed frames. We consider both the max-rate (MR) and round robin (RR) schedulers in order to get bounds on a “fair” scheduler like the proportional-fair scheduler. In other words, with a fair scheduler that does not deny service to low SNR users, the performance will be better than the round robin performance but worse than the max-rate performance. The relative performance gains among the different architectures will also therefore be bounded by these schedulers. 

Figure 3 shows the average throughput in the suburban environment. The throughput for the baseline (1,1) case is 1.66Mbps for RR and 5.92Mbps for MR. With 2-antenna receive combining, the throughput increases by about 70%. The marginal gain over the (1,2) system achieved by the (2,2) system with 2 transmit antennas and code reuse is about 15%. The throughput of the (1,4) system is over twice that of the (1,1) system. The marginal gains of the (2,4) system over (1,4) are as high as 45%, indicating that significant gains can be achieved with code reuse over a conventional system with just receiver combining. 

The relative gains of the various architectures are basically the same for the urban environment, as shown in Figure 4. The absolute values are somewhat less than the suburban values, most likely because of the additional multipath dispersion due to the larger delay spread.
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Figure 3. Average throughput, suburban channel.
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Figure 4. Average throughput, urban channel

4. Conclusions

We showed the average system throughput of MIMO HSDPA systems using PARC and code reuse under channel models recently specified by the spatial channel model ad hoc group. The (2,4) MIMO system provides significant gains over conventional HSDPA systems. The (2,4) throughput is double that of the conventional system, and code reuse transmission provides potentially over 40% throughput gains over receive combining alone. Future system simulations will incorporate the APP detector and consider Per-Stream Rate Control [6].
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