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1. Introduction

Low client-server round-trip time (RTT) is of great importance to several applications, e.g., online gaming and TCP based applications in general. A too large RTT may lead to inefficiency in the radio-resource utilization and a degraded end-user performance.

The delays can be divided into delays dictated by the specifications, e.g., TTIs supported, and delays determined by the implementation. As technology evolves, the non-TTI dependent delays will be reduced and the TTI-dependent part dictated by the specifications will become relatively larger, thus dictating a lower limit of the achievable RTT.

It is also worth noting that a reduced uplink delay may improve the situation for downlink traffic as well, especially for HS-DSCH where the downlink delays already have been reduced and the uplink delays can be a significant contributor of the overall RTT. Thus, a reduced uplink delay may not only be an uplink improvement, but may also act as an HS-DSCH performance booster.

This contribution presents simulation results, estimating the potential gains in uplink performance from a shortened TTI and an increased peak rate. Higher layer protocols such as TCP will significantly affect the end-user performance experienced. Hence, TCP is modeled in the simulation results to capture effects such as TCP slow start and its interaction with the air interface. The overall improvement from a reduced TTI without increasing the uplink data rate is found to be in the order of 20%-35%, and increases to 30%-50% if the data rate is increased from 384 kbit/s to 1.536 Mbit/s in addition to the reduced TTI. Furthermore, quadrupling the data rate and reducing the TTI result in similar gains, although there is a fundamental difference from a coverage point of view between the two methods. 

The results are presented in the form of a text proposal and it is recommended to include these results in the TR [2].

2. Performance Evaluation

--- Start Text proposal ---

9.4.1 Performance Evaluation

The impact on the end-user object transfer delay from a reduced TTI has been evaluated by simulating a TCP-based application using the delay model in Figure 1 and Table 1. A TTI of 2 ms has been used as an example of a short TTI as the current minimum TTI of 10 ms is a multiple of 2 ms. It is also an alignment to the short TTI adopted for HS-DSCH. By including TCP in the simulation, the impact from the TCP slow start mechanism is captured, which is especially important for small object sizes.

The TCP roundtrip time according to Figure 1 can be divided into three main groups:

· Non-TTI dependent latency, 20.5 ms or 70.5 ms for the scenario studied. The non-TTI dependent latency largely depends on the network implementation and can thus be reduced as technology evolves.

· TTI-dependent latency of 3.5(TTI, accounting for 35 ms or 7 ms for long and short TTI, respectively. The TTI-dependent delay obviously depends on the TTI given by the specifications. Note that processing delays in the decoder also depend on the TTI as a shorter TTI results in smaller data blocks and thus faster decoding. Furthermore, incoming data to be transmitted need to wait until the start of the next TTI, a delay that on average amounts to half a TTI.

· Data-dependent part, which is affected by the amount of data to be transported (data object in uplink, TCP ACK in downlink) and the data rates used.

All these delay components are included in the simulations results, as well as additional delays from uplink RLC and downlink hybrid ARQ retransmissions.

Four different uplink configurations have been evaluated:

· 10 ms TTI and 384 kbit/s data rate (Rel5 reference case)

· 2 ms TTI and 384 kbit/s data rate

· 10 ms TTI and 1.536 Mbit/s data rate.

· 2 ms TTI and 1.536 Mbit/s data rate.

HS-DSCH was assumed for the downlink in all cases and the simulation assumptions are found in Table 1. Both a low and a high internet delay has been investigated, representing the case of an application server close to UTRAN and a case with a more remote location of the server. The RLC configuration used was found to give good performance and represents a reasonable setting in a realistic network. The probability of RLC retransmissions is assumed to be 1% or 10%, representing two different uplink BLER targets. 

The overall object transfer delay for the different cases is illustrated in Figure 2. The overall improvement from a reduced TTI without increasing the uplink data rate is in the order of 20%-35% for the low Internet delay case. If both the TTI is reduced and the data rate is increased, the improvement in transfer delay is approximately 30%-50%. Furthermore, as seen in Figure 2, the gain achieved by quadrupling the data rate from 384 kbit/s to 1.536 Mbit/s (without changing the TTI) is in the same order as the gain from reducing the TTI alone. 
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Figure 1: Delay model used in the simulations. Yellow-colored boxes denote delays affected by the choice of uplink TTIUL.

	Parameter
	Value
	Comment

	TCP traffic model
	Similar to appendix A.5. Truncated log-normal packet size (max 25 kbyte, median 5 kbyte, average 17.2 kbyte). MTU 1500 bytes, delayed ACKs.  No PPP framing. 
	

	RLC configuration
	AM, PDU size 320 bits (256 bits used for 384kbit/s with 2 ms TTI), status prohibit timer set to RLC RTT, poll timer set to RLC RTT+2*TTIUL
	

	(E-)DCH uplink
	TTIUL=2 or 10 ms. Data rates of 384 kbit/s or 1.536 Mbit/s. 1% and 10% RLC PDU retransmission probability.
	

	HS-DSCH downlink
	Standard-conformant hybrid ARQ protocol. 6 hybrid ARQ processes. Pr{ACK(NAK}=10-2, Pr{NAK(ACK}=10-4. Error-free CQI measurements, 4ms delay. 3GPP TU at 3km/h. Initial retransmission target set to 10%.
	Scheduling delays not modeled. The HS-DSCH data rate is approximately 2 Mbit/s on average.

	UE uplink processing delay, L2 and L1
	2.5 ms + TTIUL + 0.5(TTIUL
	TTI alignment is on average 0.5(TTIUL 

	Uu delay, uplink
	TTIUL
	2 or 10 ms 

	Node B, uplink processing
	2.5 ms  + TTIUL
	

	Iub and RNC delay
	3 ms
	Identical delays in UL and DL assumed

	Node B, downlink processing
	3 ms
	

	Uu delay, downlink
	2 ms
	

	UE downlink processing delay, L1 and L2
	4.5 ms
	

	Internet Delay
	Low and high delays approximated by 0 or 50 ms, respectively.
	No Internet packet losses.


Table 1: Simulation assumptions.
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Figure 2: Average uplink object transfer delay for the four cases considered.

--- End Text Proposal ---

3. Conclusion

Simulations including the effects from TCP have been carried out, illustrating the impact from a reduced TTI on the end user performance from a delay perspective. It is proposed that the text in Section 2 is included in the TR [2] as “9.4.1 Performance Evaluation”. 

4. References
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