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1 Introduction

In Release-99, at each radio frame boundary the UE MAC selects a TFC from its TFCS to be used for uplink transmission. In a system without TFC control, UEs would normally transmit at the highest supportable rate, determined by its buffer size and power. That may lead to overloading and outages, with slow recovery, or to the reduced coverage.

In this document, we show that a system where only TFC selection, without TFC control is used, suffers from the high rise-over-thermal noise (RoT) and decreased cell coverage.

2 System Setup

In Release-99, the UE MAC selects a TFC from its TFCS. The TFC is selected based on the UE buffer, currently available transmission power, available TFCS and the UE’s capabilities. The system performances are obtained under the following assumptions:

· Channel model is AWGN

· Link-level curves used are generated based on Table 3
· Traffic model: FTP, Near Real Time Video, Gaming [1]
· The TCP parameters for FTP users are defined in the following table.

Table 1  - Delay components in the TCP model for the RL upload traffic

	Delay component
	Symbol
	Value

	The uplink transmission time of a TCP data segment from the client to the Node-B
	1
	Determined by uplink throughput

	The sum of the time taken by a TCP data segment to travel from Node-B to the server and the time taken by an ACK packet to travel from the server to Node-B
	2
	Exponential distribution 

Mean = 50 ms.

	The time taken by a TCP data segment to travel from Node-B to the client.
	3
	Lognormal distribution

Mean = 50 ms

Standard deviation = 50 ms

	Increased delay to account for RLC retransmissions from residual uplink physical layer BLER
	4
	Constant

= 0 ms, if packet is not in error after all physical layer retransmissions

= 200 ms, else


· Initial FTP state is the reading time, exponentially distributed with mean of 18 s.

· The Gaming traffic model parameters are defined in the following table.

Table 2 - Parmeter Settings for the Modified Gaming model
	Parameter
	Value
	Comment

	
	Value Set 2
	

	Mean packet call duration
	5 s
	Exponential distribution

	Mean reading time
	5 s
	Exponential distribution

	Datagram size
	1500 bytes
	Fixed

	Mean datagram interarrival time
	40 ms
	Log-normal distribution, with the same mean and variance

	Resulting mean data rate during packet call
	300 kbps
	


· Number of UEs: 5, 10 and 15 per cell. Only one type of traffic is considered at once.

· Maximum data rate is 384 kbps

· 19 Node-B, 3-cell wrap-around layout

· Simulation duration: 200 s

· Additional warm-up time, during which statistic is not collected: 10 s

3 Performance

The following figures present the system performance in terms of average cell throughput, throughput per user, packet call throughput per user and packet call delay.

Figure 1 and Figure 2 represent the average system throughput and average RoT, respectively, as a function of the number of users per cell. As the number of users increases, the throughput and the RoT increase, for all traffic models. For 15 users per cell, RoT gets as high as 16 dB for the system with FTP and Gaming users.

Figure 3, Figure 4 and Figure 5 show the scatter plot of the throughputs of the users, for 5, 10 and 15 users per cell, respectively, as the function of the best link path loss. It can be seen that as the number of users increases, the cell coverage decreases, and the best link path loss of the users with reasonable supportable rate drops almost 20 dB going from 5 to 15 user case.

Figure 6, Figure 7 and Figure 8 present the packet call throughputs of the users in terms of the best link path loss. Packet call throughput is defined as the ratio of the number of correctly received bits and the duration of the packet call. Packet call is the time between two consecutive reading periods. FTP users that are not far away from the cell center in average transmit with the rate that is close to the highest allowable rate of 384 kbps. Similarly, Video and Gaming users reach the average transmission rate that is the maximum rate dictated by the traffic parameters, 64 kbps and 300 kbps, respectively. The same trend as previously, where the cell coverage is reduced as the number of users increases is observed.

Closely related to packet call throughput is the packet call delay (duration), and for illustration purposes it is shown in Figure 9, Figure 10 and Figure 11, for 5, 10 and 15 users per cell, respectively. The packet call delay is shown for FTP and Gaming users only, since the packet call delay for Video users is not specifically defined and is actually equivalent to the simulation duration. From the figures it can be seen that the packet call delay significantly increases at high path loss for larger number of users present in the system.
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Figure 1: Average cell throughput as a function of number of users per cell
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Figure 2: Average RoT as a function of number of users per cell
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Figure 3: Average user throughput as a function of the best link path loss for the system with 5 users per cell
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Figure 4: Average user throughput as a function of the best link path loss for the system with 10 users per cell
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Figure 5: Average user throughput as a function of the best link path loss for the system with 15 users per cell
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Figure 6: Average packet call throughput as a function of the best link path loss for the system with 5 users per cell
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Figure 7: Average packet call throughput as a function of the best link path loss for the system with 10 users per cell
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Figure 8: Average packet call throughput as a function of the best link path loss for the system with 15 users per cell
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Figure 9: Average packet call delay as a function of the best link path loss for the system with 5 users per cell
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Figure 10: Average packet call delay as a function of the best link path loss for the system with 10 users per cell
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Figure 11: Average packet call delay as a function of the best link path loss for the system with 15 users per cell

4  Conclusions

In this document, we have presented the system performance in AWGN with different traffic models, as defined in [1], without TFC control. It is shown that as the number of users increases, the RoT increases and the cell coverage is decreased. This is observed for all traffic models. The detrimental effect will be even more pronounced for fading channels.

We conclude that lack of TFC control leads to high RoT that may result in overloading and outages, with slow recovery, and reduced cell coverage.

We suggest the subset of the results presented in this document to be included in section 6 of [1].
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6  Appendix (Link Level Parameters)

The parameters (TFC and the corresponding T/P) used in generating the link-level short-term curves are given in the following table.

Table 3 - Parameters used in generating the link-level curves

	TFC 
	T/P 

	8 kbps
	0 dB

	16 kbps
	2 dB

	32 kbps
	4 dB

	64 kbps
	7 dB

	128 kbps
	10 dB

	256 kbps
	13 dB

	384 kbps
	15 dB











