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1 Introduction

In Release-99, the RNC allocates the TFCS for each UE, and at each radio frame boundary the UE MAC selects a TFC from its TFCS to be used for the uplink transmission. In a system without TFC control, UEs would normally transmit at the highest supportable rate (determined by its buffer size and power). That may lead to high rise-over-thermal noise (RoT), overloading and outages, with slow recovery, or to the reduced cell coverage, as it is shown in [2, 3]. Therefore, it may be beneficial to set a limit on the available uplink resources and allow only a subset of the active users to transmit at the same time.

The uplink resources can be distributed by RNC among UEs by scheduling, i.e. by using TFC control messages. The scheduling maximizes available resource utilization and also provides the flexibility in adjusting the fairness. The choice of prioritizing function is driven by the objective to maximize throughput by exploiting the link condition of the UE, reducing interference to the neighbouring cells and providing fairness to all UEs.

In this document, we show that by using TFC control we are able to maintain the desirable RoT operation point regardless of the number of users in the system. The channel mixed model is considered.
2 System Setup

The system performances are obtained under the following assumptions:

· Channel model is AWGN, PA3, PB3, VA30, VA120 and mixed channel with PA3 30%, PB3 30%, VA30 20% and VA120 20%

· Traffic model: Full Buffer

· Maximum data rate is 384 kbps

· UE MAC selects a TFC from its TFCS

· The TFC is selected based on the UE buffer, currently available transmission power, available TFCS and the UE’s capabilities

· Considered scheduling algorithms are

· Round Robin

· Long-term downlink signal-to-interference-noise ratio (DL SINR) based

· Derived from the long-term CPICH, based on the path loss

· UEs with larger DL SINR are prioritized in order to inject less interference into the network and penalize UEs that may significantly contribute to the RoT in the neighbouring cells. 

· Scheduling mechanism

· UEs are prioritized according to the scheduling algorithm, and greedy filling up to the desirable RoT target is performed. The right to transmit on the uplink is granted to the highest priority UE first, then successively to lower priority UEs. The UEs are assigned the subset of the TFCS based on traffic volume measurement reports and available RoT.

· A synchronized, centralized scheduler is considered

· At the beginning of a scheduling period, based on the traffic volume measurement reports, it reconfigures each UE’s TFCS for the next scheduling period

· The UE contribution to RoT at each cell in the Active Set is considered

· UE transmission rate is determined by TFC selection

· Scheduler parameters

· Scheduling period: 200 ms

· Uplink request delay is uniformly distributed between 60 ms and 100 ms

· The request delay is consisted of the following:

· Time elapsed between the instant UE starts transmission of the traffic volume measurement report and the instant RNC receives it

· Time needed for RNC to process the message

· Downlink grant delay is uniformly distributed between 60 ms and 100 ms

· The grant delay is consisted of the following:

· Time needed for RNC to perform the scheduling

· Time elapsed between the instant RNC starts transmission of the TFC control message and the instance UE receives it

· Time needed for UE to process the message

· Time needed for UE to reconfigure its TFC

· 19 Node-B, 3-cell wrap-around layout

· Simulation duration: 200 s

· Additional warm-up time, during which statistic is not collected: 10 s

3 Performance

The following figures present the system performance in terms of average cell throughput and throughput per user.
3.1 AWGN Results

Figure 1 represents the average system throughput vs average RoT with 5 users per cell. The channel model is AWGN. It can be seen that the system throughput increases as the average Rot increases. For the same average RoT, DL SINR scheduling provides better throughput than Round Robin scheduling. This is achieved by prioritizing the users close to the cell center, which typically have higher long-term average SINR than those at the cell boundary. Therefore, compared to the Round Robin scheduler, DL SINR is very unfair.
Figure 2 shows the system throughput vs. Rot with 5 and 10 users per cell with Round Robin scheduler. First we can see with the scheduler the Rot remains almost the same when the number of users increases. It is not going up with number of users as there is no TFC control messaging [2, 3]. Secondly, the average cell throughput decreases with larger number of users because DPCCH overhead constitutes a larger portion of Rot.

Figure 3 indicates the scatter plot of user throughput for 5 and 10 users per cell, respectively, as the function of the best forward link path loss. It can be seen that the number of users increases, the user throughput decreases but the cell coverage almost remains the same. Recall in [2] where there is no TFC control, the cell coverage drops around 10 dB from 5 to 10 users.

3.2 Fading Results

Figure 4 shows the system throughput vs. Rot with different fading channel (PA3, PB3, VA30, VA120 and mixed channel) where there are 10 users per cell. It can be observed that PA3 gives the best system throughput as the link level performance with PA3 is better. As expected the sytem throughput with all the fading channels is lower than that with AWGN. The link level parameters are as given in Table 1 in [2].
Figure 5 shows the Cdf of the Rot with different channel models where the Rot samples are the averages over 3 slots (2ms). Looking at the Rot statistics the 99 percentile is around 2 dB higher than the average.
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Figure 1: Average cell throughput as a function of average Rot with different scheduler
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Figure 2: Average RoT as a function of average Rot with Round Robin scheduler
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Figure 3: Average user throughput as a function of the best downlink path loss
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Figure 4: System throughput as a function of the average Rot
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Figure 5: Rot Cdf with different channel models
4  Conclusions

In this document, we have presented the performance of a scheduled system (i.e. with TFC control) in mixed channel model [1]. It is shown that TFC control enables a good RoT control, regardless of the number of users present in the system, unlike in the case without TFC control where very high RoT is observed [2, 3]. 

We conclude that the TFC control is needed to control the RoT at the desirable level, which is important in order to prevent overloading, outages and reduced cell coverage.

It is also observed that DL SINR scheduling provides 15-20% improved throughput performance than Round Robin scheduling, at the expense of degraded fairness. 

We suggest the subset of the results presented in this document to be included in section 6 of [1].
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