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1 Introduction

As mentioned in [1], the TCP modeling section in [2] needs to be updated with respect to modeling the slow start mechanism and round trip delays from client to server. In this document, we provide the necessary text. 
2 Proposed Text

A.5
Traffic Models

e) FTP Model:

In FTP applications, a session consists of a sequence of file transfers, separated by reading times.  The two main parameters of an FTP session are:

1. S : the size of a file to be transferred

2. Dpc: reading time, i.e., the time interval between end of download of the previous file and the user request for the next file.

The underlying transport protocol for FTP is TCP.  The model of TCP connection will be used to model the FTP traffic.  The packet trace of an FTP session is shown in Figure A - 6.  The FTP traffic model parameters are shown in Table A - 12.
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Figure A - 6 - Packet Trace in a Typical FTP Session
Table A - 12 - Typical FTP Traffic Model Parameters
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Based on the results on packet size distribution [10], 76% of the files are transferred using and MTU of 1500 bytes and 24% of the files are transferred using an MTU of 576 bytes. For each file transfer a new TCP connection is used whose initial congestion window size is 1 segment (i.e. MTU). 

---------------------------------Begin Text Insertion--------------------------------------------------------------------------------------

The three-way handshake mechanism for TCP connection set-up and release is shown in Figure A-7. 

After the call setup process is completed, the procedure for a UE to set up a TCP session is as follows:

1. UE sends a 47-byte
 SYNC packet and wait for an ACK from remote server.

2. UE starts TCP in slow-start mode (The ACK flag is set in the first TCP segment).

The procedure for a UE to release the TCP session is as follows:

1. UE sets the FIN flag in the last TCP segment.

2. UE receives ACKs for all TCP segments from the remote server and terminates the session.
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Figure A-7: 

Modeling of TCP three-way handshake

The amount of outstanding data that can be sent without receiving an acknowledgement (ACK) is determined by the minimum of the congestion window size of the transmitter and the receiver window size.  After the connection establishment is completed, the transfer of data starts in slow-start mode with an initial congestion window size of 2 segments.  The congestion window increases by one segment for each ACK packet received by the sender.  This results in an exponential growth of the congestion window.
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Figure A-8: 

TCP Flow Control During Slow-Start; (l = Transmission Time over the Uplink; (rt = Roundtrip Time

The round-trip time in Figure A-8, (rt, consists of two components:

(rt  = (cr + (l

where 
· (cr = (2 + (3 + (4
· (2 = Nominal time taken by a TCP data segment to travel from Node-B to the server plus the time taken by an ACK packet to travel from the server back to Node-B

· (3 = Time taken by the ACK to travel from Node-B to client.
· (4 = Constant delay to account for RLC retransmissions (nominally zero)
· (l = Transmission time taken by TCP data segment from the client to Node-B

The individual delay distribution parameters are given in Table A-13.

Table A-13 
Delay components in the TCP model for the RL upload traffic

	Delay component
	Symbol
	Value

	The uplink transmission time of a TCP data segment from the client to the Node-B
	1
	Determined by uplink throughput

	The sum of the time taken by a TCP data segment to travel from Node-B to the server and the time taken by an ACK packet to travel from the server to Node-B
	2
	Exponential distribution 
Mean = x ms.

	The time taken by a TCP data segment to travel from Node-B to the client.
	3
	Lognormal distribution

Mean = y1 ms

Standard deviation = y2 ms

	Increased delay to account for RLC retransmissions from residual uplink physical layer BLER
	4
	Constant
= 0 ms, if packet is not in error after all physical layer retransmissions
= z ms, else



From Figure A-8, during the slow-start process, the UE receives two segments back-to-back after an interval of (cr for every ACK packet received.
The upload procedure is illustrated in Figure A-9 and described as follows.
1. Let S = size of the FTP upload file in bytes. Compute the number of packets in the file, N = (S/(MTU-40)(. W = size of the congestion window of TCP. Initially, W = 2
2. If N>W, then W packets are put into the queue for transmission; otherwise, all packets of the file are put into the queue for transmission in FIFO order. Let P = the number of packets remaining to be transmitted beside the W packets in the window. If P=0, go to step 6

3. Wait until a packet of the file in the queue is transmitted over uplink
4. Schedule arrival of next two packets (or the last packet if P=1) of the file after the packet is successfully ACKed.  If P=1, then P=0, else P=P-2

5. If P>0 go to step 3

6. End. 
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Figure A-9 

Packet Arrival Process for the Upload of a File Using TCP
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� The TCP/IP header of 40 bytes + 7 bytes PPP framing overhead = 47 bytes for the SYNC packet.
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