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1. Introduction

The contribution R1-030164 proposes some corrections of the antenna verification algorithm for TxAA mode 1 [1]. To verify it, we have tried to find any publication containing the derivation of this antenna verification algorithm, but did not succeed. Therefore we derived ourselves the algorithm from [1]. 

It turned out that instead of modifying the second equation (representing the estimation algorithm of the phase adjustment in the odd-numbered slots) in Annex A of [1], another correction would be more consistent with the definition of TxAA mode 1 algorithm and interpretation of FSM field in Table 9 of [1]. Thus we propose to keep the equation as it is, and just change the signs of the values of the variable x1 after this equation.

To justify this, in this contribution we present a complete derivation of the antenna verification algorithm for TxAA mode 1, with 2-hypothesis per slot.

Besides, we also want to point out that the definition of 
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, is still missing, even in the proposed corrected text from R1-030164. According to our derivation, the 
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is the a priori probability that the hypothesis Hm is true, where 
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is the received phase adjustment command in NodeB from the UE in the n-th slot. The a priori probabilities of both hypothesises in each slot (0 or  in even-numbered slots, /2 or –/2 in odd-numbered slots) are typically assumed to be equal. 

Derivation of verification algorithm
In each slot there are two hypothesises to choose among. In even-numbered slots the hypothesis H0 corresponds the phase adjustment 0, while the hypothesis H1 corresponds to the phase adjustment . In the odd-numbered slots the hypothesis H0 corresponds the phase adjustment /2, while the hypothesis H1 corresponds to the phase adjustment -/2. Note that the hypothesis H0 in all slots corresponds to FSM=0 in Table 9 of [1], while the hypothesis H1 corresponds to FSM=1.

The phase adjustment is applied on the transmit antenna 2 while the transmit antenna 1 has the constant weighting coefficient. The channel coefficient of i-th path from transmit antenna 2 estimated in the UE from the CPICH is denoted by 
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; the channel coefficient of i-th path from transmit antenna 2 estimated in the UE from the DPCCH is denoted by 
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where 
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 is the received phase adjustment command in NodeB from the UE in the n-th slot, and 2=SNRdpcch pilot/SNRcpich. As the phase adjustments are multiples of /2, and as between the current and the previous slots they differ by + or -/2, the in-phase component of the weighting coefficient corresponds to the phase adjustment of the current slot, while the quadrature component to the phase adjustment of the previous slot, or vice versa, depending on whether the current slot is even-numbered or odd-numbered. Therefore it is possible in each slot to use 2-hypothesis detection of the phase adjustment.

We shall use the maximum a posteriori probability (MAP) decision criterion to estimate the phase adjustment command 
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 in each slot. The posterior probability 
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 is the probability that the hypothesis Hm is true when the received signal (i.e. the observation vector) value is r. It can be expressed as
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where 
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 is the conditional probability density function (PDF) of the observed vector given Hm is true, 
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 is the a priori probability that the hypothesis Hm is true, and 
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 is the probability of occurrence of the observed vector value r.

We shall choose the hypothesis H0 if 
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, otherwise we choose hypothesis H1. From (2) it follows that we choose the hypothesis H0 if
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An equivalent decision criterion can be obtained by finding the logarithm of both sides in (3), i.e. we choose the hypothesis H0 if
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Taking into account that the component ri of the observation vector r=[r1 r2 … rNpath] is given by 

ri = 
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Then in the even-numbered slots, where H0 = and H1 =-, it follows
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From (4) and (6) it directly follows that we choose 
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otherwise we choose 
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= what is in accordance with [1].

In the odd-numbered slots, where H0 =/2 and H1 =-/2, it follows
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From (4) and (8) it directly follows that we choose 
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=/2 (not -/2, as in [1]) if
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otherwise, we choose 
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 It follows that there should be made a correction in [1] after the second equation in Annex A, by changing the signs of the values of the variable x1.
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