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I. Introduction:

This document summarizes the different kinds of data traffic models that will be used to evaluate the system performance of Enhanced Uplink Dedicated Channel (EUDCH) and compare with the existing Rel-99 UMTS offering.  Section II describes the various data traffic models.  Section III describes the various scenarios for service mix and the fairness criteria to be used for evaluating the uplink.  Finally, Section IV describes a common set of scheduling algorithms to be used in this study.

II. Data Traffic Models:

The following types data traffic models will be used in the evaluation study, a) HTTP, b) Photo Messaging, c) near real time video, d) email with and without attachments and e) FTP.  The traffic models are described in the following paragraph.

a) HTTP Model:
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Figure 1. Packet Trace of a Typical Web Browsing Session

Figure 1 shows the packet trace of a typical web browsing session.  The session is divided into ON/OFF periods representing web-page downloads and the intermediate reading times.  In Figure 1, the web-page downloads are referred to as packet calls.  These ON and OFF periods are a result of human interaction where the packet call represents a user’s request for information and the reading time identifies the time required to digest the web-page.  This scenario although applicable in the downlink direction may be applied to reverse link for the corresponding TCP-IP Ack/Nack transmitted in the reverse link.
As is well known, web-browsing traffic is self-similar.  In other words, the traffic exhibits similar statistics on different timescales.  Therefore, a packet call, like a packet session, is divided into ON/OFF periods as shown in Figure 2.  Unlike a packet session, the ON/OFF periods within a packet call are attributed to machine interaction rather than human interaction.  As an example, consider a typical web-page from the Wall Street Journal (WSJ) Interactive edition depicted in Figure 3.  This web-page is constructed from many individually referenced objects.  A web-browser will begin serving a user’s request by fetching the initial HTML page using an HTTP GET request.  After receiving the page, the web-browser will parse the HTML page for additional references to embedded image files such as the graphics on the tops and sides of the page as well as the stylized buttons.  The retrieval of the initial page and each of the constituent objects is represented by ON period within the packet call while the parsing time and protocol overhead are represented by the OFF periods within a packet call.  For simplicity, the term “page” will be used in this paper to refer to each packet call ON period.   As a rule-of-thumb, a page represents an individual HTTP request explicitly initiated by the user. The initial HTML page is referred to as the “main object” and the each of the constituent objects referenced from the main object are referred to as an “embedded object”.
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Figure 2. Contents in a Packet Call
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Figure 3. A Typical Web Page and Its Content 

The parameters for the web browsing traffic are as follows:

· SM: Size of the main object in a page

· SE: Size of an embedded object in a page

· Nd: Number of embedded objects in a page

· Dpc: Reading time

· Tp: Parsing time for the main page

The distributions of the parameters for the web browsing traffic model were determined based on the survey of the literature on web browsing traffic characteristics [1].  These parameters are described in Table 1.

Table 1.  Typical HTTP Traffic Model Parameters
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 b) Photo Messaging Transaction Model:

One of the main applications for EUDCH is transmission of still pictures using the in-built camera in the UE.  The typical size of a small picture with screen size of 120x160 is 5-10 kbytes and the size of large picture with screen size of 640x480 is between 20-50 kbytes.  Table x lists the parameters of this model [PDF parameters are there as a placeholder].

Table 2. Typical Photo Messaging transaction

	Component
	Distribution
	Parameters
	PDF

	Photo size
	Truncated Pareto
	Small photo:

Mean = 10 Kbytes
Large photo:

Mean = 50 Kbytes
	[image: image1.wmf]A session

First packet of the

session

Last packet of the

session

Instances of packet

arrival at base station

A packet call

reading time

Note: Subtract k from the generated random value to obtain S

	Reading time (Dpc)
	Exponential
	Mean = 30 sec
	[image: image9.wmf]1700

,

1

.

1

,

65

.

0

,

,

1

=

=

=

=

=

<

£

+

=

÷

ø

ö

ç

è

æ

m

k

m

x

m

k

f

x

m

x

k

x

k

f

x

a

a

a

a

a




c) Near Real Time Video Model:

The following section describes a model for streaming video traffic on the forward link.  Figure 4 describes the steady state of video streaming traffic from the network as seen by the base station.  Latency of starting up the call is not considered in this steady state model.

A video streaming session is defined as the entire video streaming call time, which is equal to the simulation time for this model.  Each frame of video data arrives at a regular interval T determined by the number of frames per second (fps).  Each frame is decomposed into a fixed number of slices, each transmitted as a single packet.  The size of these packets/slices is distributed as a truncated Pareto.  Encoding delay, Dc, at the video encoder introduces delay intervals between the packets of a frame.  These intervals are modeled by a truncated Pareto distribution.

The parameter TB is the length (in seconds) of the de-jitter buffer window in the Node-B used to guarantee a continuous display of video streaming data.  This parameter is not relevant for generating the traffic distribution but is useful for identifying periods when the real-time constraint of this service is not met.  At the beginning of the simulation, it is assumed that the Node-B’s de-jitter buffer is full with (TB x source video data rate) bits of data.  Over the simulation time, data is “leaked” out of this buffer at the source video data rate and “filled” as reverse link traffic reaches the Node-B.  As a performance criterion, the Node-B can record the length of time, if any, during which the de-jitter buffer runs dry.  The de-jitter buffer window for the video streaming service is 5 seconds.
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Figure 4. Video Streaming Traffic Model
Using a source video rate of 32 kbps, the video traffic model parameters are defined in Table 3
Table 3. Typical Video Streaming Traffic Model Parameters

	Information types
	Inter-arrival time between the beginning of each frame
	Number of packets (slices) in a frame
	Packet (slice) size
	Inter-arrival time between packets (slices) in a frame

	Distribution
	Deterministic

(Based on 10fps)
	Deterministic
	Truncated Pareto

(Mean= 50bytes, Max= 125bytes)
	Truncated Pareto

(Mean= 6ms, Max= 12.5ms)

	Distribution
Parameters
	100ms
	8
	K = 20bytes
( = 1.2
	K = 2.5ms
( = 1.2


d) Email with and without attachment Model:

Email application is similar to FTP where a session consists of a sequence of email transfers, separated by reading times.  The email model must take into account any attachment send with the e-mail.  The parameters for the email model with and without attachment is shown in Table 4 and Table 5 respectively.

Table 4. Typical Email without attachment Parameters

	Component
	Distribution
	Parameters
	PDF

	File Size (S)
	Truncated Pareto
	Mean = 3.895Kbytes
Max. =1700
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	Reading time (Dpc)
	Exponential
	Mean = 30 sec
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Table 5. Typical Email with attachment Parameters

	Component
	Distribution
	Parameters
	PDF

	File Size (S)
	Truncated Pareto
	Mean = 167 kbytes
Max. = 46800
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	Reading time (Dpc)
	Exponential
	Mean = 180 sec
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e) FTP Model:

In FTP applications, a session consists of a sequence of file transfers, separated by reading times.  The two main parameters of an FTP session are:

1. S : the size of a file to be transferred

2. Dpc: reading time, i.e., the time interval between end of download of the previous file and the user request for the next file.

The underlying transport protocol for FTP is TCP.  The model of TCP connection will be used to model the FTP traffic.  The packet trace of an FTP session is shown in Figure 5.  The FTP traffic model parameters are shown in Table 6.


[image: image6.wmf]Packet calls

D

pc

Packets of file 1

Packets of file 2

Packets of file 3


Figure 5. Packet Trace in a Typical FTP Session
Table 6. Typical FTP Traffic Model Parameters
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Based on the results on packet size distribution [1], 76% of the files are transferred using and MTU of 1500 bytes and 24% of the files are transferred using an MTU of 576 bytes. For each file transfer a new TCP connection is used whose initial congestion window size is 1 segment (i.e. MTU). 
III. Service Mix Scenarios and Traffic Models:

A configurable fixed number of voice calls are maintained during each simulation run. Data sector throughput is evaluated as a function of the number of voice users supported. The following cases shall be simulated: no voice users (i.e., data only), voice users only (i.e., the number of voice users equals to voice capacity), and average (0.25Nmax( or (0.5Nmax( voice users per sector plus data users, where Nmax is the voice capacity defined later in this section. 
The data users in each sector shall be assigned one of the five traffic models as per the two scenarios defined in Table 7.

Table 7. Service Mixes for the two scenarios

	Services
	Scenario 1
	Scenario2

	Email w/o attachments
	25%
	30%

	Photo Messaging
	10%
	10%

	Web Browsing
	15%
	-

	Email with attachments
	10%
	-

	Video Streaming
	25%
	30%

	FTP
	15%
	30%


Delay Criterion:

Delay criterion for HTTP, FTP, email with attachment, and near real time video users:  

No more than 2% of the users shall get less than 9600 bps throughput (goodput). The throughput will be the user's packet call throughput, except in the case where there is no arrival process (FTP users are persistent) in which case it will be the throughput averaged over the simulation time.  In addition, the near real time video users will have additional requirement such that the fraction of video frames that are not completely transmitted within 5 seconds of their arrival at the scheduler shall be less than 2% for each user.  

Delay criterion for SMS, email without attachment and WAP users:

No more than 2% of the users shall get less than 4800 bps throughput (goodput). The throughput will be the user's packet throughput. The packet throughput of a user is defined as the ratio of the total number of information bits that an user successfully receives and the accumulated delay for all packets for the user, where the delay for an individual packet is defined as the time between when the packet enters the queue at transmitter and the time when the packet is received successively by the mobile station. If a packet is not successfully delivered by the end of a run, its ending time is the end of the run.

IV. Reference Baseline Schedulers

The following baseline schedulers will be used to evaluate the data capacity of a system:

Max C/I Scheduler: Max C/I based scheduler provides maximum system capacity at the expense of fairness, because all frames can be allocated to a single user with good channel conditions.  The C/I scheduler obeys the following additional rules:

a. At the scheduling instant, all non-empty source queues are rank ordered by C/I for transmission during a frame.

b. The scheduler may continue to transfer data to the Node-B with the highest C/I until the queue of that UE is empty, data arrives from another UE with higher C/I, or a retransmission is scheduled taking higher priority. 

c. Both high and low priority queues are ranked by C/I.

Round Robin Scheduler:  The Round Robin (RR) scheduler provides a more fair sharing of resources (frames) at the expense of a lower system capacity.  The RR scheduler obeys the following rules:

a. At the scheduling instant, non-empty source queues are serviced in a round-robin fashion.

b. All non-empty source queues must be serviced before re-servicing a user. 

c. Therefore, the next frame cannot service the same user as the current frame unless there is only one non-empty source queue.

d. The scheduler is allowed to group packets from the selected source queue within the frame.

Proportional Fair Scheduler:  This is described in [4].  The scheduler is described as follows:

a. At each time k a priority function Pi(k) was computed for each mobile station i.

b. The mobile station i with the Pi(k) was scheduled.

c. The Pi(k) is defined as 
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, where =0.75 and fi=1 for all traffic types.
Equal Average Power Scheduler:  The EAP scheduler is a normalized C/I based scheduler 
a. At the scheduling instant, the current C/I metric is normalized by removing its mean given past C/I history.

b. At the scheduling instant, all non-empty source queues are rank ordered by the normalized C/I metric

c. Other steps are similar to the Max C/I scheduler (described above)

d. A delay component that keeps track of the time since a  frame was last scheduled is optional.
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