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The following updates to TR25.894, Enhanced OTDOA Positioning using Software Blanking, are proposed based on Tdocs R1-021227 and R1-02-1294 submitted to RAN1. These updates address the complexity of implementing Software Blanking in the UE and SMLC.

Section 7.2 is completed with the following text.

7.2
Complexity of Implementing Software Blanking

7.2.1

UE “Snapshot” acquisition

This section sets out a possible UE implementation of OTDOA-SB. It is not intended to be prescriptive in any way, but aims to highlight the implications and requirements that the UE would need to meet to implement support for OTDOA-SB with Network-based SB.

7.2.1.1
Summary

· It is shown that the measurement required to support Software Blanking is very easy to implement in the UE. It has minimum impact on complexity and in many cases is unlikely to require more than a software update to the UE.

· Since the UE is not required to implement any of the time offset measurement algorithms that are needed for OTDOA or IPDL (these are extracted by the Software Blanking algorithm in the Network) it is less complex to implement than OTDOA, and much less complex than IPDL.

· Scheduling of the measurement will be required, on a similar basis to IPDL. The behaviour of the Network is not affected or impacted in any way whatsoever.

· The UE will never have to combine measurements from different “snapshots”, such as might be required to combine IPDL measurements from different idle periods.

· The simplicity of the UE implementation and the fact that the complex task of extracting time offset measurements is done by the Software Blanking algorithm in the Network, greatly reduces the risk of UE obsolescence.

· UE performance plays only a very minor role in the performance of the UE positioning, this being far more dependent on the capabilities of the Software Blanking algorithms and the PCF. 
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7.2.1.2
Architecture

Figure 1 - UE Block Diagram

Figure 1 above is a representative implementation of a UMTS UE, in block diagram form. The downlink has been expanded to illustrate the points at which “snapshot” measurements may be made. The block labelled “CVB Processing” carries out the “snapshot” measurement function.

· The antenna connects via an LNA to the downlink block.

· The received signal is down converted to a suitable IF and filtered.

· The IF is input to the Radio Processing block which generates base-band I and Q signals. These may be in analogue or digital form depending on the particular radio implementation. A digital radio may directly sample the IF with all later processing being done in the digital domain. The I & Q signals are balanced and RRC filtered.

· The received I&Q signals go to the base-band processing block, which includes the rake receiver. It is responsible for data recovery, including equalisation and multi-path mitigation, and many of the signal quality and radio resource measurements.

· The output of the base-band processing block feeds the data processing function which manages the various physical and transport channels, descrambles the data and extracts information relevant to the UE.

· Output data is used to interact with the physical device, display, earphone, keypad etc.

· Overall management of the UE takes place in the Process & Control & Apps block.

· Details of the uplink architecture are not shown.

· The shaded block contains the Software Blanking functions, which are described in more detail in section 0. The I&Q inputs are used to generate the “snapshot” data. The other inputs are used for “snapshot” acquisition management.

· Support for SB in higher protocol layers will be required. This is described in [1].
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7.2.1.3
Software Blanking “snapshot” measurement

Figure 2 - Software Blanking "snapshot" acquisition

“Snapshot” measurement is divided into four tasks in Figure 2 above. The specific implementation will depend on the available hooks and features in the chipset used in the UE. In the worst case the SB “snapshot” measurement may require additional hardware and software, but it is anticipated that many implementations will only require a software modification to the UE.

7.2.1.3.1
Data Capture

A SB “snapshot” is a small block of sequential samples of the base-band I & Q signals representing the total received downlink at the UE. These samples need to be acquired before any equalisation or rake functionality: a suitable point in the downlink chain is immediately after I-Q balancing and base-band RRC filtering.

The SB “snapshot” needs to be in digital form and the first block in the diagram in Error! Reference source not found. indicates an ADC used to capture the I & Q samples. The minimum performance of this ADC is 3-bit per sample at twice the chip rate, 7.68Ms/s.

Since the standard UE incorporates an ADC as part of it’s downlink, it is expected that a separate physical ADC for SB “snapshot” acquisition will not be required. However, it will be necessary to capture “raw” data samples of I&Q as indicated. It is anticipated that many chipsets will have access to a suitable interface. The sampling rate and format on this interface are not critical provided that they exceed the minimum requirement for the SB “snapshot”.

	Parameter
	Requirement

	Minimum sampling resolution
	3 bit per sample

	Recommended sampling resolution
	4+ bits per sample

	Sample rate
	2 time chip rate, 7.68 Ms/s


Table 1 - Data capture requirements for CVB snapshot

7.2.1.3.2
Sample format conversion

Using the ADC that already exists as part of the UE downlink is likely to yield samples that are not in exactly the format required for the SB “snapshot”. It is expected that they will be at a higher resolution (possibly 6 to 12 bits per sample) and a different sampling rate (probably 2, 3 or 4 samples per chip). They may also be offset or inverted.

This conceptual functional block converts the incoming samples into the selected SB “snapshot” format. This process is expected to be a decimation type function in both time and sample resolution. It may also be necessary to implement scaling or inversion functions in order to arrive at the standard format. 

It is important in doing the format conversion that scaling of sample values results in near optimum use of the dynamic range available in the short word format used for SB.

This functional block may also incorporate a format control input that could be used to control the generation of SB “snapshot” data at 3 to 6 bits/sample. The choice of format may be dictated by the capabilities of the UE or may be determined by the quality of the received signal. Parameters that may be used to guide the format selection are SIR, RSSI or others. The algorithms for format selection depend on the capability of the UE and its desired performance.

7.2.1.3.3
“Snapshot” capture control

When the network requests a SB “snapshot” measurement from the UE, the request includes the following information:

· Starting Time at which the “snapshot” is to be captured, expressed in terms of the SFN and CPICH symbol offset of the serving cell to which the UE is currently registered. In the case of a UE in idle mode this may be relative to the last known serving cell.

· Size of the “snapshot”. The UE may select the optimum sample resolution based on its radio environment at the time of the “snapshot”, and this combined with the requested “snapshot” size determines the number of samples that will be captured, and hence the duration of the “snapshot”. Alternatively the SMLC may specify a particular “snapshot” duration and sample resolution.

· Number of successive “snapshot” measurements to make if more than 1, and the interval between measurements.

The “snapshot” capture control block determines the precise start and end times between which I&Q samples are captured and passed to the “snapshot” buffer.

7.2.1.3.4
“Snapshot” Buffer

The “snapshot” buffer stores the resulting captured measurement data ready for signalling back to the network along with message identifier, “snapshot” time, “snapshot” format and other supporting information as necessary.

In the event that periodic measurement reporting, or multiple “snapshot” reporting, is requested, the UE reports each measurement as it is made.

The maximum size of the “snapshot” buffer is 1.5 kByte plus a small amount of overhead storage.

7.2.2
SMLC Complexity

7.2.2.1
Summary

This section presents a basic comparative analysis of the processing complexity required to perform Network-based Software Blanking as a pre-processor function in the SMLC.

The following data sources have been used:

· Experience from E-OTD deployments in GSM that have allowed real throughputs for the SMLC to be characterised. It is assumed that the processing load (complexity) for OTDOA (and IPDL) will be similar to that for E-OTD on GSM.

· Processing requirements for the Software Blanking pre-processing function, estimated from the Matlab implementation of this function .

It is estimated that the processing load required by the SB pre-processing function is similar to that required by the existing SMLC. Network-based SB will require the addition of another processor similar to that used for the SMLC in order to maintain a position transaction rate of around 30 or more position requests per second.

7.2.2.2
Outline SMLC Architecture

A much simplified outline architecture of an SMLC is illustrated in  below. It consists of the Locator (Position Calculation Function) and an additional Software Blanking function.

The implementation of Software Blanking requires:

· “Snapshot” measurement capability in the UE;

· Node B downlink “snapshot” measurement capability in the Node B. (This may be implemented as an extended function in the OTDOA LMU.)

· The Software Blanking pre-processor function, which may be implemented as part of the SMLC
.

The main functions of the Software Blanking pre-processor are:

· To measure observed time differences between Node B signals as seen at the UE. (In OTDOA and IPDL, the UE is required to perform this function returning the SFN-SFN type 2 measurement, and the LMU is required to measure the network time offsets.)

· To blank the strongest Node B signals so that weaker ones may be measured. (In IPDL this is partially accomplished by inserting downlink idle periods, but only one physical site can be blanked at any one time compared with several for SB.)

The SB and signal measurement steps may be iterated several times to achieve multiple optimum cancellations.

The locator function is essentially identical for OTDOA (including IPDL) and SB.
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Figure 3 - SMLC Block Diagram

7.2.2.3
Performance of standard OTDOA SMLC

Current implementations suggest the following performance:

· On a mid-range dual-processor computing platform: 30 position transactions per second.

· On a high-end single-processor computing platform: 50 position transactions per second.

The positioning transaction performance of OTDOA will be similar to IPDL and the locator function for SB.

7.2.2.4
Performance estimate of SB function

The Software Blanking pre-processor function complexity depends on the following parameters:

· The number of Node Bs, Nb, processed to extract measurements. The processing load varies linearly with Nb.

· The length of the “snapshot”, Ns samples, used for making measurements. The processing load varies as Ns.log2(Ns).

· The number of cancellation cycles, K, performed.

K and Nb vary from measurement to measurement depending on the network conditions. However, using average values taken from the accuracy simulations (K=5, Nb=30) leads to an estimate of approximately 20 million operations required to process a single UE measurement.

Given that typical processing platforms used in the SMLC are capable of the order of 500 to 1000 million operations per second, this leads to an estimated performance of around 30 transactions per second.

� This is actually an implementation detail. The Software Blanking pre-processor function could equally well be implemented as a separate entity from the SMLC.





