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1 Intrinsic return to zero state property 

We called “intrinsic return to zero state property” in a PCCC (Parallel Concatenated Convolutional Codes) the property of interleavers that preserve the divisibility by the feedback polynomial used in this PCCC.

Considering PCCC, the conventional method of trellis termination is first used in which the tail bits are taken from the shift register feedback of the first constituent encoder after all information bits are encoded. Tail bits are appended after the encoding of information bits.

Then, the complete sequence including information bits and tail bits is interleaved with an interleaver having the property of intrinsic return to zero state.

Finally, the interleaved sequence is encoded with the second constituent encoder without any additional bits. In these conditions, the second encoder memories will also return to all zero state due to the intrinsic return to zero state property of considered interleavers.

As example, we consider PCCC with 8 state constituent encoders as described below.

Let’s assume that the transfer function of the first constituent encoder is:

G1(D) = [1,n1(D)/d(D)]

And the transfer function of the second constituent encoder is:

G2(D) = [n2(D)/d(D)]

Where

d(D) = 1+D2+D3
n1(D) = n2(D) = 1+D+D3   (Note: It is not mandatory that both encoders are the same.)

Then, we can describe the interleaver generation into 3 stages:

· The interleavers which have the intrinsic return to zero state property are defined for a size n which must be a multiple of 7 if the feedback generator polynomial is d(D) = 1+D2+D3. 

7 is actually the smallest integer, m, so that d(D) divides (1+Dm)  (  1+ D7= (1+D2+D3)(1+D+D3)(1+D) )

In the first stage, we write input data column by column in a buffer with 7 rows and M columns.

· In the second stage, we can permute data in any manner inside each row (intra-row permutation)

· In the third stage, we can make some inter-row permutations that preserves the divisibility by the feedback polynomial d. Among these permutations, we can find the identity permutation or the bit shift permutation that is detailed hereafter.

Canon CRF has described in [3] a 1 dimensional algebraic interleaver that has the property of intrinsic return to zero state. 

We consider that the property presented here is important because padding bits are protected in the same way as input bits. As all systematic bits (information +tail bits) are really turbo coded, the turbodecoder can take advantage of this property to obtain better performances especially when the interleaver size is small (less than 1000 bits).
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Fig. 1: Turbo encoder scheme with interleaver that has the property of intrinsic return to zero state 

2 Adaptation of proposed merge interleavers

NTT DoCoMo has described in [1] a merging interleaver that can be generated into 3 stages. 

This interleaver is very interesting. Nevertheless, it does not preserve the divisibility by the feedback polynomial d. Thus, it does not include the basic property of algebraic interleaver proposed by Canon in UMTS and 3GPP.

To keep this property, the interleaver must be modified in the following way:

- in the first stage, we have to write the data column by column into a 7xM buffer (i.e. with 7 columns and M rows)  (instead of writing the data row by row into a 8xM’buffer)

- in the third stage: we have to consider an inter-row permutation that preserves the divisibility by the feedback polynomial d. We suggest to use the following bit shift permutation instead of bit reversal permutation: 

0 = 000b  ( 0 = 000b

1 = 001b  ( 2 = 010b

2 = 010b  ( 4 = 100b

3 = 011b  ( 6 = 110b

4 = 100b  ( 1 = 001b

5 = 101b  ( 3 = 011b

6 = 110b  ( 5 = 101b

(This permutation corresponds to a circular shift permutation of the number written in binary notation)

3 Evaluation example

3.1 Description of the used interleaver

We have tested an interleaver of size 329 with the following permutation:

- As intra-row permutation, we selected for the first row a basic interleaver of size 47 as described in [2] by Nortel and HNS.

For this, we defined a mother interleaver of size 64=4x16 with ( = [1 5 1 1] and ( = [3 7 5 1] that were pruned to obtain a 47-bit basic interleaver.

Then, for the following rows, we made a circular shift of the basic interleaver with (p1, p2…p6) = (7 14 19 27 34 41) where pi represents the value of the shift for ith row.

- in the third stage: we use the following circular bit shift permutation detailed above.

As usual, we use as feedforward polynomial n=1+D+D3 for both encoders and d(D) = 1+D2+D3 as feedback polynomial.

We have obtained this interleaver first considering the (intra-row) permutation of the first row (span evaluation), then by optimising the circular shift values applied to each row (code distance evaluation and multiplicity).

There is probably room for further optimisation. 

3.2 Performances

In the following, we give results of simulations enabling comparison between Canon new merging interleaver that is described above and other interleavers that have been selected by UMTS including MIL, GF and AL-N (Nortel algebraic) interleavers.

Simulations were performed with a 4 iteration decoding.

Results that are presented here, are related to 2 channels: 

- AWGN channel with full BJCR decoder

- Last UMTS SMG2 L1 channel at 3 kmph (software provided by Nokia) and the channel estimator provided by HNS (the best one as defined in UMTS SMG2 L1 meeting #9) with a fixed point decoder

Performances are given in term of BER (Bit Error Rate) and FER (Frame Error Rate)
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Fig. 2: BER vs. Eb/No in an AWGN channel and full BJCR decoder
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Fig. 3: FER vs. Eb/No in an AWGN channel with full BJCR decoder
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Fig. 4: BER vs. Eb/No in a UMTS channel at 3 kmph with fixed point decoder
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Fig. 5: FER vs. Eb/No in a UMTS channel at 3 kmph with fixed point decoder

3.3 Performance analysis

With a 4 iteration decoding performances of the non optimised merge interleaver and other interleavers are similar in an AWGN channel whereas merge interleaver becomes slightly better than other interleavers in a tougher channel. Nevertheless, further simulations are needed.

4 Adaptation to any length of these interleavers.

In the above, interleavers have been described with a length which is a multiple of 7.

Nevertheless, it is possible to adapt these interleavers so that a turbo coder using these interleavers can match any size of information block.

For this, the first encoder is kept as described above: this encoder provides a sequence a corresponding to the input bits plus tail bits that terminates the trellis.

Let k be the length of this sequence. 

Before interleaving, this sequence is completed with (n-k) null bits to build a sequence b of size n, which is a multiple of 7. Then, the complete sequence b is interleaved with an algebraic interleaver and encoded with the second constituent encoder. In these conditions, the second encoder memories will return to all zero state.

The decoding as usual is done using the consideration that trellis is terminated and that the null bit padded to the sequence a are perfectly known.
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Fig. 6: Turbo encoder scheme with algebraic encoders for any size of input sequence

For example, with an input sequence of size 640 bits, 3 tails bits are added by the first encoder to ensure the trellis termination. Thus, k=643, and one additional null bit is added before interleaving. Then, the interleaver size is here equal to 644 bits. Thus, 1930 bits (information + tail bits: 643 bits; 1st parity: 643 bits; 2nd parity: 644 bits) are transmitted. 

Note that if we compare this scheme with a conventional scheme required a total of 6 padding bits the number of padding bits, we use 3 padding bits instead of 6 and we have between 0 and 6 additional bits due to the insertion of null dummy bits to generate the second parity sequence. That means that in average we have exactly the same number of bits. Thus, the global rate of the code is exactly the same.

5 Conclusion

This proposal seems to merge interleavers proposed by NTT DoCoMo, Nortel, HNS and Canon. As there is plenty of room for optimisation, the proposed interleaver scheme should lead to good performances for any size.

Presently, a simulated example shows that in a realistic channel, performances of these merging interleavers are better than MIL, GF or AL-N interleavers. 

The number of rows must be a multiple of 7; nevertheless the adaptation to any length is rather easy and in average leads to exactly the same code rate.
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