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1. Introduction
The TSG RAN#71 meeting on next generation access outlined some tasks related to deployment scenarios and KPI values in the requirements TR (RP-160689) to be discussed over email until TSG RAN#72 (This email discussion is referred to as “[RAN#71-03] Open issues on scenarios & KPIs” by the RAN Chairman). The goal of this email discussion is to “Resolve square brackets for deployment scenarios & KPIs sections in the TR”. 
To facilitate this email discussion, the open issues to be resolved are split to the following parts which are numbered from 1 to 10. 
・<Part 1 (Deployment scenarios: 6.0 & 6.1 Intro)>

・<Part 2  (Deployment scenarios: 6.1.5 High speed)>

・<Part 3 (Deployment scenarios: 6.1.6, 6.1.7 Extreme long range)>

・<Part 4 (Deployment scenarios: 6.1.8 Coverage for massive connection)>

・<Part 5 (Deployment scenarios: 6.1.9, 6.1.10 V2X)>

・<Part 6 (KPI values: 7.9 Reliability)>

・<Part 7 (KPI values: 7.10, 7.10.1 Coverage)>

・<Part 8 (KPI values: 7.11 UE battery life)>

・<Part 9 (KPI values: 7.13, 7.16 Spectrum efficiency)>

・<Part 10 (KPI values: 9.2 Positioning)>
The email discussion is conducted in two phases:
・1st Phase: March 28th –May 2nd (EOD, CET) to solicit and collect initial company inputs on open issues related to scenarios and KPIs (highlighted in yellow in attached TR)
In the 1st Phase, 10 tables were used to collect/capture the comments and proposals from different companies. Each table corresponded to one single part listed above. Companies were invited to provide their views on each discussion part using the corresponding table highlighted in green. Each of these tables was completed by companies by indicating their company name, whether they have comments on the current text in the TR and provide proposals for modifications or updates if any. 
・2nd Phase: May 10th– May 30th (EOD, CET) to consolidate the contents of the TR on open issues related to scenarios and KPIs
In the 2nd Phase, based on the 1st Phase companies output, a way forward was proposed by the convenor of the email discussion and discussed for further refinements. 
The following summarizes the text proposal, along with the company inputs and the proposed way forward corresponding to <Part 2 (Deployment scenarios: 6.1.5 High speed)>
2. Text Proposal 
------------------------------------------------------- BEGIN TEXT PROPOSAL ------------------------------------------------------
Table 6.1.5-1: High Speed
	Attributes
	Values or assumptions

	Carrier Frequency NOTE1
	Macro NOTE2 only: Around 4GHz
Macro NOTE2 + relay nodes: 

1) For BS to relay: Around 4GHz

For relay to UE: Around 30GHz or Around 70GHz or Around 4GHz

2) For BS to relay: Around 30GHz

For relay to UE: Around 30GHz or Around 70GHz or Around 4GHz

	Aggregated system bandwidth NOTE3
	Around 4GHz: Up to 200MHz (DL+UL)
Around 30GHz or Around 70GHz: Up to 1GHz (DL+UL)

	Layout
	Macro only:
    Around 4GHz: Dedicated linear deployment along the railway line as in Figure 6.1.5-1. 
RRH site to railway track distance: 100m. 

Macro + relay nodes:
    Around 4GHz: Dedicated linear deployment along the railway line as in Figure 6.1.5-1. 
RRH site to railway track distance: 100m. 

    Around 30GHz: Dedicated linear deployment along the railway line as in Figure 6.1.5-2. 
RRH site to railway track distance: 5m. 

	ISD
	   Around 4GHz: ISD 1732m between RRH sites, two TRPs per RRH site. See Figure 6.1.5-1.
   Around 30GHz: 1732m between BBU sites, 3 RRH sites connected to 1 BBU, one TRP per RRH site, inter RRH site distance (580m, 580m, 572m). See Figure 6.1.5-2.

    Small cell within carriages: ISD = 25m.

	BS antenna elements NOTE4
	Around 30GHz: Up to 256 Tx and Rx antenna elements
Around 4GHz: Up to 256 Tx and Rx antenna elements

	UE antenna elements NOTE4
	Relay Tx: Up to 256 antenna elements
Relay Rx: Up to 256 antenna elements
Around 30GHz: Up to 32 Tx and Rx antenna elements

Around 4GHz: Up to 8 Tx and Rx antenna elements

	User distribution and UE speed
	100% of users in train
For non-full buffer, 300 UEs per macro cell (assuming 1000 passengers uniformly distributed per 400m long high-speed train and at least 30% activity ratio)
For full buffer: 20 UEs per train

Maximum mobility speed: 500km/h

	Service profile
	Alt. 1: Full buffer 
Alt. 2: FTP model 1/2/3 with packet size 0.5 Mbytes, 0.1 Mbytes (other value is not precluded)
Other traffic models are not precluded.


NOTE1:
The options noted here are for evaluation purpose, and do not mandate the deployment of these options or preclude the study of other spectrum options. A range of bands from 24 GHz – 40 GHz identified for WRC-19 are currently being considered and around 30 GHz is chosen as a proxy for this range.  A range of bands from 66 GHz – 86 GHz identified for WRC-19 are currently being considered and around 70 GHz is chosen as a proxy for this range
NOTE2:
For Macro, it is assumed RRH sharing the same cell ID or having different cell ID. 
NOTE3:
The aggregated system bandwidth is the total bandwidth typically assumed to derive the values for some KPIs such as area traffic capacity and user experienced data rate. It is allowed to simulate a smaller bandwidth than the aggregated system bandwidth and transform the results to a larger bandwidth. The transformation method should then be described, including the modelling of power limitations.
NOTE4:
The maximum number of antenna elements is a working assumption. 3GPP needs to strive to meet the target with typical antenna configurations.
NOTE5:
BS to relay link should be paid more attention than relay to UE link.
Figure 6.1.5-1: 4GHz deployment
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Figure 6.1.5-2: 30GHz deployment
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------------------------------------------------------- END TEXT PROPOSAL ---------------------------------------------------------
3. Company Inputs and Proposed Way Forward
 eq \o\ac(□,2)<Part 2  (Deployment scenarios: 6.1.5 High speed)>
	Company
	Comments/Proposals

	ETRI
	It is desirable to consider higher number of users per macro cell. According to the NGMN 5G white paper, 50% activity factor is considered for trains. In addition, it is expected that passengers will consume more traffic provided that they are connected to reliable, high speed internet through the high speed train eMBB. Hence, we suggest 300 UEs per macro cell is reasonable (assuming 1000 passengers with 30% activity factor).

	Ericsson
	Regarding the ISD, 1732m is fine. For a dedicated train deployment, the base stations are however not necessarily placed on a hexagonal grid. It would be good to point this out in the table:

 “Macro cell: ISD =1732m,  non-hexagonal deployments can be considered”

We are not sure how the [100] UEs will be used. Are these full buffer users? If so, the number appears very high. How is the ‘activity ratio’ defined? What is an active user?



	CATT
	Support 100 UEs per macro cell.

	Nokia
	The text above the table describes a linear deployment along the railroad tracks. The text in the table should better reflect this as ISD is typically understood to be a property of 57-cell hex-grid.

Deployment assumes that each cell has the same traffic, which is simulation of an infinitely long train.

Perhaps the deployment could be simplified to consist of two sites with 2 sectors each, and assume the same amount of traffic in each of the 4 sectors.

The 100 users seem to point to a full buffer traffic that is mimicking a 10% activity factor of a 10x higher number of users.

The full-buffer justification as a way to compare with IMT-A does not seem to apply as this scenario was not part of IMT-A evaluation.

Note: eNB refers to Evolved Node B, specifically an LTE family radio node, and should not be used here

	DOCOMO
	Update Table 6.1.5-1 according to RAN1#84-bis outcome (R1-163887). 
As NOTE2, the case of shared cell ID is assumed in this scenario. We propose to also add the case of different cell ID. Some aspects would differ between shared cell ID and different cell ID.

	KT
	100 UE per marcro cell seems to be a good assumption. Proposing to remove square bracket.

	DT
	The introductory text already states that “a dedicated linear deployment along railway line and the deployments including SFN scenarios captured in Section 6.2 of [5] are considered”. The ISD could be left open as a system simulation does not seem to be required, and to meet the capacity requirement, an ISD of 1732m maybe too sparse a deployment. 

We agree to ETRI proposal of 30% activity factor giving 300 active UEs per train. But it should also  be clarified that these active users each need 50/25 Mbps DL/UL, therefore requiring a capacity of 15/7.5 Gbps/train.  Furthermore 2 passing trains on the same stretch of track might be assumed.  

	Huawei
	Fine to have 100 users per macro TRP. Note that not all the users require the same data rate. 

	Mitsubishi Electric
	We support 100 UEs per macro cell.  We are also open to considering the number of UEs larger than 100. Regarding NOTE 2, inter RRH distance and number of RRHs connected to a BBU in a marco cell should be specified for clarification.

	Samsung
	Samsung agrees that if the traffic is full buffer, the number of users could be reduced. And the activity ratio has to be defined clearly as well.

	CMCC
	Number of users in this scenario depends on the traffic model and both of them should be clarified together. 100 users refer to non full buffer traffic and this is with the assumption of 1000 users per train and 10% activity factor. We are open to higher activity factor, e.g., 30%, because people in trains tend to access the network more often than in other scenarios. But either 100 or 300 users refers to non full buffer traffic. If full buffer is assumed, a lower number can be considered.

	MediaTek
	100 users should be defined assuming the non-full buffer traffic. Full-buffer traffic does not exist in practice, which is more used to evaluate the TRP performance under full inter-cell interference. So 10 full-buffer users could be enough if required, considering the simulation complexity and the similar TRP performance as the case with 100 full-buffer users. UPT performance should be more evaluated based on non-full buffer traffic.  

In addition, it needs to clarify the number of relays for option 2 (Macro+Relay Nodes)

	ZTE
	In the scenario, the number of users depend on different requirements. 
For instance, 100 user is suit for user experience data rate or spectrum efficiency; while 300 users is more suit for handover success rate

	LG
	100 users per macro TRP seems a good starting point. 

	SK Telecom
	It would be good to increase the number of active UEs. Considering ISD(1732m) and site area(pi*0.8662=2.36km2) in this deployment scenario and connection density([500 active users x 2 trains x 2 routes] =  2000/km2) defined in NGMN white paper, we have to increase the number of active users. But we suggest 300 active UEs considering realistic constraints.


 eq \o\ac(□,2)<Part 2  (Deployment scenarios: 6.1.5 High speed)>
	Proposed Way forward
	- Update according to RAN1#84bis agreements (R1-163887). 
- Further discuss in order to clarify the following:
- Cell layout: Hex. Grid or linear, ISD if applicable
- Traffic model: Full buffer traffic or non-full buffer traffic ( Non-full buffer
- Number of users: What is the activity factor? ( 10%
- Add different cell ID scenario in addition to shared cell ID scenario ( Add different cell ID scenario
- Clarify the number of RRHs connected to BBU and the inter-RRH distance ( Add details of shared cell ID scenario
After RAN1#85, Part 2 is updated according to the outcome of RAN1#85 (according to R1-165484 agreed during the RAN1#85 meeting), which were provided by Nokia and ETRI.

(The figures are from R1-165576 and R1-165484)


Table 6.1.5-1: High Speed
	Attributes
	Values or assumptions

	Carrier Frequency NOTE1
	Macro NOTE2 only: Around 4GHz  (Tbc)
Macro NOTE2 + relay nodes: 

1) For BS to relay: Around 4GHz

For relay to UE: Around 30GHz or Around 70GHz or Around 4GHz

2) For BS to relay: Around 30GHz

For relay to UE: Around 30GHz or Around 70GHz or Around 4GHz

	Aggregated system bandwidth NOTE3
	Around 4GHz: Up to 200MHz (DL+UL)
Around 30GHz or Around 70GHz: Up to 1GHz (DL+UL)

	Layout
	Option 1: Macro only

Option 2: Macro + relay nodes NOTE3
Option 1: Macro only
    Around 4GHz: Dedicated linear deployment along the railway line as in Figure 6.1.5-1. 
RRH site to railway track distance: 100m. 

Option 2: Macro + relay nodes
    Around 4GHz: Dedicated linear deployment along the railway line as in Figure 6.1.5-1. 
RRH site to railway track distance: 100m. 
    Around 30GHz: Dedicated linear deployment along the railway line as in Figure 6.1.5-2. 
RRH site to railway track distance: 5m. 

	ISD
	Macro cell: ISD = 1732m
   Around 4GHz: ISD 1732m between RRH sites, two TRPs per RRH site. See Figure 6.1.5-1.
   Around 30GHz: 1732m between BBU sites, 3 RRH sites connected to 1 BBU, one TRP per RRH site, inter RRH site distance (580m, 580m, 572m). See Figure 6.1.5-2.
    Small cell within carriages: ISD = 25m.

	BS antenna elements NOTE4
	Around 30GHz: Up to 256 Tx and Rx antenna elements
Around 4GHz or Around 2GHz: Up to 256 Tx and Rx antenna elements

	UE antenna elements NOTE4
	Relay Tx: Up to 256 antenna elements
Relay Rx: Up to 256 antenna elements
Around 30GHz: Up to 32 Tx and Rx antenna elements

Around 4GHz: Up to 8 Tx and Rx antenna elements

	User distribution and UE speed
	100% of users in train
[100] UEs per macro cell (assuming 1000 passengers per high-speed train and at least 10% activity ratio)
For non-full buffer, 300 UEs per macro cell (assuming 1000 passengers uniformly distributed per 400m long high-speed train and at least 30% activity ratio)
For full buffer: 20 UEs per train
Maximum mobility speed: 500km/h

	Service profile
	Note: Whether to use full buffer traffic or non-full-buffer traffic is FFS. For certain KPIs, full buffer traffic is desirable to enable comparison with IMT-Advanced values.
Alt. 1: Full buffer 

Alt. 2: FTP model 1/2/3 with packet size 0.5 Mbytes, 0.1 Mbytes (other value is not precluded)

Other traffic models are not precluded.


NOTE1:
The options noted here are for evaluation purpose, and do not mandate the deployment of these options or preclude the study of other spectrum options. A range of bands from 24 GHz – 40 GHz identified for WRC-19 are currently being considered and around 30 GHz is chosen as a proxy for this range.  A range of bands from 66 GHz – 86 GHz identified for WRC-19 are currently being considered and around 70 GHz is chosen as a proxy for this range
NOTE2:
For Macro, it is assumed RRH sharing the same cell ID or having different cell ID as captured in Section 6.2 of [5]. 
NOTE3:
The aggregated system bandwidth is the total bandwidth typically assumed to derive the values for some KPIs such as area traffic capacity and user experienced data rate. It is allowed to simulate a smaller bandwidth than the aggregated system bandwidth and transform the results to a larger bandwidth. The transformation method should then be described, including the modelling of power limitations.
NOTE4:
The maximum number of antenna elements is a working assumption. 3GPP needs to strive to meet the target with typical antenna configurations.
NOTE5:
BS to relay link should be paid more attention than relay to UE link.
Figure 6.1.5-1: 4GHz deployment
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Figure 6.1.5-2: 30GHz deployment
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