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1	Introduction
The RAN ad-hoc meeting on requirements and scenarios for the Next Generation Access technologies outlined a Long Distance Communications-related task (referred to as “[5G-AH-07] Long Distance Communications” by the RAN Chairman) to be discussed and further clarified over email until TSG#71:
[5G-AH-07] Long distance communication (Orange)
- Goals is to identify target use cases, deployment scenarios and corresponding radio requirements for long distance communications
We propose to take as starting point for this discussion the requirements in the text proposal presented by Orange in RPa160073 during the Jan.16 RAN ad-hoc augmented with requirements from RPa160046 and comments raised during the ad-hoc online discussion.
Companies are invited to provide their views on this draft text proposal and propose revisions or additional input so that we can submit a consolidated text proposal to TR38.913 with broader support to March RAN plenary.
Similar to other discussions, we propose to structure the discussion over two phases:
- 1st phase: 5-21th February to collect initial comments and views from companies; This phase is started on Feb 5th
- 2nd phase 22-26th February to consolidate a text proposal for TR38.913 to March RAN plenary.
Summary of email discussion

	Company
	Views
	Answer from rapporteur of the discussion

	Ericsson
	In general, we are very interested in supporting long-range and coverage-limited scenarios. 
Regarding requirements for this, for simplicity maybe it could be done something like this:
First, in terms of the range, we would like to ensure that the standard does not limit that, e.g. in terms of supported timing advance. For example, if propagation conditions are such that a sufficient signal strength for a desired datarate is achievable at say 200km range, then the standard should support that. 
Secondly, the standard should also support transmission schemes that provide sufficient received signal strength despite high losses. To verify this, a link budget analysis could be done, calculating what the maximum supported coupling loss (or loss between isotropic antennas) is, which can then be transferred to different ranges for different frequencies and environments. We would thus set one target on coupling loss (or similar), rather than multiple targets on ranges for different frequencies and environments.
I’m not quite sure I fully understand point 1. Are you proposing adding a new deployment scenario with a 100km range, for which everyone does system simulations? To me it would still be simpler to make sure the rural scenario is coverage limited (has a certain coupling loss at cell-edge), and then assume that other scenarios  with similar losses would perform similarly on system level. Once you have calculated the channel gain in the system simulator, it doesn’t matter much if it was due to propagation model A at a certain distance and frequency, or propagation model B at another distance and frequency.
On your proposed traffic density, did you do a feasibility check of the requirements?
With an ISD of 170km and three sectors per site, I get a cell area of sqrt(3)/2/3*170^2 = 8343km2. The traffic per cell is then 8342km2 * 480kbps/km2 = 4Gbps. With a bandwidth of 20MHz we need a spectral efficiency of 200bps/Hz/cell. We are considering targets of 3xIMT-A, which for rural would be 3.3bps/Hz/cell.
If my calculations are correct, more modest expectations might be in place
	Proposal to reduce the number of simulation based evaluation scenarios to 1 and evaluate the 2 left scenarios through link level analyses.
The traffic assumptions  are left between brakets for further discussion during the march meeting.

	Nokia
	I took a trip down the memory lane and looked at what was written for the LTE requirements TR25.913 and LTE-A TR 36.913
For LTE the coverage target is defined in relative terms to UMTS Rel-6 for C/I limited scenario.
E-UTRA should support the following deployment scenarios in terms of maximum cell range:
-     up to 5 km: performance targets defined in clause 7.1, 7.2, and 7.3 should be met.
-     up to 30 km: slight degradations in the achieved performance for the targets defined in clause 7.1 and more significant degradation for the targets defined in the clause 7.2 is acceptable however mobility performance targets defined in clause 7.3 should be met.
-     up to 100 km: should not be precluded by the specifications.
For LTE-A there was just a referne to the LTE requirement
Requirements for Coverage in Release 8 E-UTRA and E-UTRAN [3] are applicable for Advanced E-UTRA and Advanced E-UTRAN. 
With some tweaks it is possible to break the 100 km barrier set by the timing advance range in LTE deployments. With this history in mind, I would also think we should be able to require a decent system performance and high cell range without needing to define a new system simulation scenario.
What Anders suggests would seem like a sensible trade-off, taking it one step further than what was defined for LTE, but still avoiding adding to the system simulation load
	we have proposed  for further discussion a very first draft of an updated definition for the Coverage KPI as per E///, Nokia, samsung, and others comment including MCL, Data rate at this MCL, and max TA  to be supported (please see below)

	
	
	

	Samsung
	Our thinking is along the same lines as Ericsson/Nokia:
1. I.e. in an attempt to try to limit the simulation efforts related to this TR (what RAN WGs do later for detailed solution comparison is up to them) we were wondering whether it would not be possible to capture the whole Long Distance Communication aspect only as an extension of the coverage KPI. I.e. if we reformulate the coverage KPI to include an MCL, data rate at this MCL and max TA to be supported by 5G, would this not be sufficient (i.e. can avoid the new deployment scenarios) ?

	see above proposal

	CATT
	From CATT’s view, we also think 5G can support very long distance coverage range in some special environment if the link budget is sufficient.   But we do not see the reason why we need to define a new evaluation scenario.
	see above proposal

	Qualcomm
	We agree that long distance communications should be supported by the system. 
·         We are open to capture in the TR the most relevant long distance scenario(s), but at the same time we also agree with the comments below that, from standard development perspective, we may only need to make sure that these scenarios are supported, and a link budget analysis (MCL-based) and appropriate protocol support (for timing advance) should suffice.
·         It should be quite clear that, when networks and devices are configured in support of these extreme scenarios, other KPIs such as peak rate and latency would be impacted.
·         Specifically on the 3 proposed scenarios in the input doc (assuming we pursue that approach), we may consider the possibility to merge the first two (e.g. with one/two ISD options), and perhaps handle the ground-to-air as a special case/option of the high speed scenario.
	see above proposal

	sharplabs
	You may want to re-consider the value of 12km as the max altitude for Extreme rural for Air to Ground. A quick search of both Airbus (A380 and A350) and Boeing (747, 777, 787) commercial airline products show that they are certified to 13.1km.  Also, many corporate jets are certified to 15k. So to cover current airliner flight regimes, and for future proofing, you may want to consider 15k....
	Propose to keep the altitude value between [12km] for further discussion

	Mediatek
	1. Extend coverage  KPI to include MCL, data rate, max TA  to avoid defining new deployment scenarios. 
1. Support of max TA for very large cells should be optional in device.
	see above proposal
Regarding optional/mandatory discussion it is premature to take it now. We can take it at the WI phase as we often do in 3GPP

	Huawei
	Here are Huawei’s views on the proposal and how to move forward:
1. We agree that long distance communication would be important for future use and its requirement and evaluation definition needs carefully studied.
1. The user density per sector would be very sparse thus enabling the very large ISD deployment. If this understanding is reasonable, we could use link budget to evaluate what is the distance to support a certain user data rate.
1. We also agree with not imposing strict limitations on coverage by a proper timing advance design that would make possible deployments for long distance communication.
1. For the specific parameters proposed in scenario 1, we have similar view with Anders. We need to check the feasibility  and some of the parameters may need to be revisited.
Another comment is on the requirement of backhaul. Long distance communication might be one motivation for this aspect. However, we think that backhaul issue is already discussed in other email threads and the text proposal in this discussion goes beyond the discussion on long distance communication. This is in fact a general comment about section 10 (e.g., we support SON in 5G, but not only for long distance communication).
Focusing on long distance communication, the backhaul requirements for long distance communication could be discussed under the relay capabilities discussion (AH-12).
Similarly, the signaling optimization is not specific to long distance communications. For signaling optimization, we suggest to have an individual KPI “signaling overhead” in KPI section (section 7 of 38.93) to evaluate signaling optimization design in 5G air interface (also proposed in AH-11).
	see above. Besides we agree to have general definition of the requirements under 10. please see proposed modifications (side comments) in the text proposal below

	Orange, Sprint, Telstra
	We understand the way this was treated for LTE and the need to reduce the number of system level evaluations. I think it is fair to say that Operator’s use cases proposed here are very specific and go way beyond what was required for LTE in the sense that densification in some of the areas/environments targeted here is really not an option. So we need to make sure that we will design properly an NGAT system that will secure delivery of voice and minimal data services in a cost efficient manner in these areas and that fits with their coverage and capacity constraints (among other requirements). 
Based on the views and proposals below, we propose the following as a way forward and we hope this acceptable to all of you:
1. Scenario 1: It makes sense that at least this scenario is evaluated  over system level simulation: Interested companies consider that the 100km range shall be supported by NGAT to deliver both voice services and data rate services (see target throughput and traffic density values in the paper). It’s not enough just to check that this “is not precluded” by the design
1. Scenario 2: We can evaluate this scenario over link level evaluation to confirm the possibility to get higher ranges beyond 100Km (scenario one) with the understanding that these would have impact on latency and capacity, etc 
1. Scenario 3: We are open to consider link level simulation for the A2G use case. Merging it with the High speed scenario does not seem to be easy (at least from our perspective). High speed scenario is targeting 1.7km ISD while the scenario here is targeting much much higher ISDs…Also the traffic models would be pretty different.. But any creative ideas on how to derive conclusions for the A2G scenario based on the High speed one would be appreciated.
1. Beyond the deployment scenarios (evaluation) it is necessary indeed to revise the coverage KPI to go beyond deep indoor coverage for MTC use cases and try to extend it to Long distance communications (voice and minimal data services) to require the necessary scalability of the coverage requirement.  
This raises by the way one interesting question that applies to all deployment scenarios, I think it is worth adding a note (for example) to each deployment scenario in the TR to mention whether it will be evaluated over system level or link level evaluations or simpler analytical calculations for example.
	

	ZTE
	Generally, we are very interested in supporting long Distance Communications. 

About spectral efficiency discussion from Anders, the SE means bps/s/Hz/cell, so I guess 200bps/Hz/cell does not means  200bps/s/Hz/cell. Indeed, the traffic mode should be defined more clearly for system level simulation, more specific,  the time unit would better to use second(s) for simulation. 

Moreover, as to the backhaul of Long Distance Communications, because of the largest ISD, the latency of bakhaul should be considered in the part. 
	Ok

	Telstra
	Just one comment from Telstra: while we understand Mediatek’s concern that long distance shouldn’t increase device cost or complexity, we don’t think that it is reasonable to say that “support of max TA for very large cells should be optional in device”. 
At this early stage while we are compiling requirements for NG, we should not be applying constraints that have not yet been found to be essential. Our strong preference is that all devices support long distance. If subsequent study work clearly shows that device cost / complexity is impacted by long distance support, it would be understandable to review then.
	Ok

	Vodafone
	On the G2A case, one thing to consider apart from coverage if we want the system to handle a number of aircraft at different heights (not even necessarily up to 12km) and sharing the same spectrum is the curvature of the earth issue, which I understand typically leads to a demand for lower ground site ISD for lower altitude aircraft and preferably larger ground site ISD for higher altitude aircraft, which then means for the same carrier you may have a number of cells interfering with each other at higher altitudes. It would be good to make sure that 5G gives us a flexible design so that co-channel interference between sites can be mitigated in this scenario.
For the 12km scenario, it looks like you want to cover G2A communication even to commercial airliners. Is that correct? And an outdoor-indoor relay on the plane I assume?
	Some details in Telstra’s answer below

	Telstra
	The A2G use case should ideally cover both light aircraft and domestic commercial aircrafts; typically domestic commercial flights fly at an altitude of 12km although they may be rated for higher altitudes. We envisage a scenario where 5G connectivity is provided to the exterior of the aircraft and a relay is used to provide indoor connectivity, the relay can be Wi-Fi, femtocell etc. The required capacity per aircraft would be around 50 Mbps or better (ka band satellites are capable of providing 50 Mbps to the aircraft).
For example, the flight Melbourne-Sydney-Melbourne  route can be taken for the number of aircrafts required to be covered per route. This is one of the busiest route in the world currently. This is typically 1 hour 15 min flight time and during the peak period (6 AM-10 AM), there are about 62 flights on this route. The aim would be to cover this  ~1000 km route with minimum number of coverage sites;  e.g. 4-5 with 2 -4 sector
	

	Ericsson
	After reading the text proposal a bit more carefully, I noticed that also the scenario in 6.1.N is singe-cell. This makes it a lot less demanding to simulate. On the proposed requirements, maybe we could start with the proposed configuration (170km range) and see if we reach the targets (I’m afraid it will be difficult), and then reduce the range until we do. The output is then the maximum range for which the datarate and traffic targets are met.
On the KPI definition in 7.1.8.1, I think it would be good to mention something on that also the necessary control channels and signal need to support this coupling loss.
	Ok. 
This is reflected in the proposal below

	Vodafone
	I think it might be a bit early to assume that we only need link level performance if we want an A2G system that can operate efficiently catering for a number of aircraft heights if, as we believe, it might be difficult to ensure that g2a-cells do not interfere with each other at different heights if we ignore it in the study.
Of course this does depend somewhat on whether we have g2a cells at all, but I guess this is more likely the more aircraft we have.
So I would suggest that we leave the evaluation type for G2A as FFS for now.
	Ok if there is no major concern from companies above to have System level simulation for A2G

	Telstra
	Propose further clarification on deployment scenarios 6.1.N and 6.1.M
	Ok




Text Proposal for TR38.913
-------------------------------------------------- BEGIN TEXT PROPOSAL ----------------------------------------------------------
[bookmark: _Toc441264833]6.1.N	Extreme rural for the Provision of Minimal Services over long distances
The extreme rural deployment scenario is defined to allow the Provision of minimal services over long distances for Low ARPU and Low density areas including both humans and machines. The key characteristics of this scenario are Macro cells with very large area coverage supporting basic data and voice services, with low to moderate user throughput and low user density. 
Some of the characteristics of this deployment scenario are listed below
Note: System level evaluations required
	Attributes
	Values or assumptions

	Carrier Frequency
	Below 3 GHz
With a priority on bands below 1GHz
Around 700 MHz

	System Bandwidth
	40 MHz (DL+UL)

	Layout
	Single layer:
Isolated Macro cells

	Cell range
	100km range (Isolated cell) to be evaluated through system level simulations.
100km is a starting point, and may be varied to meet traffic density and user experienced data rate targets
Feasibility of Higher Range shall be evaluated through Link level evaluation (for example in some scenarios ranges up to 150-300km may be required).

	User density and UE speed
	8 users/km²
Speed up to 160 km/h

	Traffic model
	Traffic/month/user (subscription): 3 Gbytes/month/user
Average data throughput at busy hours/user: 30 kbps
Traffic density: 240 kbps/km²
User Experienced Data Rate: up to 2 Mbps while stationary and 384 kbps while moving



6.1.M	Extreme rural with extreme Long Range 
The extreme rural Long Range deployment scenario is defined to allow for the Provision of services for very large areas such as wilderness or areas where only highways are located primarily for humans. The key characteristics of this scenario are Macro cells with very large area coverage supporting basic data speeds and voice services, with low to moderate user throughput and low user density. 
Some of the characteristics of this deployment scenario are listed below
Note: Only Link level evaluation required
	Attributes
	Values or assumptions

	Carrier Frequency
	Below 3 GHz


	System Bandwidth
	[40] MHz (DL+UL)

	Layout
	Single layer:
Isolated Macro cells
ad hoc / isolated

	Cell Range
	[150 km] for bands above 1GHz
[250 km] for between 700 MHz and 1 GHz
[400 km] or more for bands below 700 MHz

	User density and UE speed
	[8 ] users/km²
Speed up to [160] km/h

	Traffic model
	Traffic/month/user (subscription): [TBD] Mbytes/month/user 
Average data throughput at busy hours/user: [30] kbps
Traffic density: [380-500] kbps/km²
User Experienced Data Rate: up to [2]Mbps while stationary and [384] kbps while moving



6.1.L	Extreme rural for Air to Ground 
The extreme rural Air to Ground deployment scenario is defined to allow for the Provision of services for aircraft to areas both to humans and machines to initiate and receive mobile services. It is not for the establishment of airborne based base stations. The key characteristics of this scenario are upward pointed Macro cells with very large area coverage supporting basic date and voice services, with moderate user throughput and low user density that are optimized for high altitude users that may be travelling at high speeds. 
Some of the characteristics of this deployment scenario are listed below
Note: Only Link level evaluation required

	Attributes
	Values or assumptions

	Carrier Frequency
	[Below 3 GHz]


	System Bandwidth
	[40] MHz (DL+UL)

	Layout
	Single layer:
[Isolated Macro cells]

	Cell range
	[TBD] for bands above 1GHz
[TBD] for between 700 MHz and 1 GHz
[TBD] or more for bands below 700 MHz

	User density and UE speed
	[TBD] users/km²
Speed up to [1000] km/h
Altitudes up to [12km]

	Traffic model
	Traffic/month/user (subscription): [TBD] Mbytes/month/user 
Average data throughput at busy hours/user: [TBD] kbps
Traffic density: [TBD] kbps/km²
User Experienced Data Rate: [384] kbps 



[bookmark: _Toc430695186]-------------------------------------------------- END TEXT PROPOSAL ----------------------------------------------------------

-------------------------------------------------- BEGIN TEXT PROPOSAL ----------------------------------------------------------
7.1.6	Mobility interruption time  

Mobility interruption time means the time duration during which a user terminal cannot exchange user plane packets with any base station during transitions. Possibly there will be different requirements for intra-frequency and inter-frequency.
[Values]
Mobility support can be relaxed for extreme rural scenarios for the Provision of minimal services for very low-ARPU areas: Inter RAT mobility functions can be removed. Intra-RAT mobility functions can be simplified if it helps decreasing the cost of infrastructure and devices. Basic idle mode mobility shall be supported as a minimum.
[bookmark: _Toc441264843]7.1.8	Reliability 
Reliability can be evaluated by the success probability of transmitting [x bytes] within [t ms] at a certain channel quality [e.g.,worst 5-percentile SINR]. 
[Values for relevant deployment scenario(s)]
[To be defined for URLLC]
Note 1: Traffic model should be assumed.

7.1.8	Coverage
Maximum coupling loss” to device from Base Station site over which a packet of at least [200 bytes] can be successfully delivered with a latency of [TBD] in UL and DL for a UE. 
[Values for relevant deployment scenario(s)]
[To be defined for mMTC ]

7.1.8.1	Extreme Coverage 
Maximum coupling loss” to device from Base Station site to deliver successfully voice services, Data services (up to [2] Mbps for stationary services and up [384] kbps for moving devices) and all necessary control channels in UL and DL for a UE assuming a propagation distance of [100km].
[To be defined for Long Distance communication]
The 3GPP system should support the following deployment scenarios in terms of very large cell range:
-	up to [100] km: with the performance targets defined in section 7.1.8.1.
-	up to [200] km: slight degradations in the achieved performance is acceptable.
-	up to [400] km: should not be precluded by the specifications.]

-------------------------------------------------- END TEXT PROPOSAL ----------------------------------------------------------


-------------------------------------------------- BEGIN TEXT PROPOSAL ----------------------------------------------------------

10	Operation requirements
10.7	Easy operation and Self Organization requirements
---
10.8	Complexity requirements
10.9	Cost-related requirements
3GPP shall support ultra-low cost network infrastructures, ultra-low cost devices, and ultra-low cost operation and maintenance to enable economically viable deployments for the Provision of minimal services (Data and Voice) for very low-ARPU areas.

10.10	Energy-related requirements
10.11	Security and Privacy related requirement relevant for Radio Access
10.12	Performance monitoring and management
10.13	Lawful Interception
10.14	Backhaul and signaling optimization requirements
The RAN system shall have the capability to minimize the backhaul and signaling load: 

· The 3GPP system shall support very efficient use of the control plane (e.g., cooperation between services to minimize overall signalling between a UE and the network).
· The 3GPP system shall support efficient use of the data plane (e.g., packaging data from multiple applications and sending it on a periodic basis rather than an on demand basis).
· The 3GPP system shall support APIs that provide network status information to applications (e.g., to allow applications to use network resources efficiently).
· The 3GPP system shall be optimised to minimise as much as possible the traffic (Data and signalling) on the interfaces between the access network and the core network in order to reduce the volume of backhaul traffic.

10.1415	others
The access network shall be able to inform UEs what capabilities are supported.

-------------------------------------------------- END TEXT PROPOSAL ----------------------------------------------------------

Summary and Conclusion
It is proposed for TSG-RAN#71 to discuss and conclude on the description and proposal above.  
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