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1. Introduction
The RAN ad-hoc meeting on requirements and scenarios for the Next Generation Access technologies outlined some tasks related to deployment scenarios and KPI values which are captured in square brackets in the requirements TR to be discussed over email until TSG#71 (This email discussion is referred to as “[5G-AH-03]” by the RAN Chairman)
[5G-AH-03] Resolve square brackets for the deployment scenarios and KPI values in the TR (DOCOMO)
The goal of this email discussion is to resolve the square brackets for the deployment scenarios and KPI values in the TR. We proposed to take as starting point for this discussion the TR document (RPa160077) agreed during the January RAN ad-hoc. The square brackets to be resolved and their corresponding tables were numbered using the same number from 1 to 30. Companies were invited to provide their views for each of these tables by indicating their company name, whether they support the current deployment scenario parameter or KPI value by answering using yes/no. A comments column was also used to collect companies’ views and comments.

The email discussion was conducted in two phases:

- 1st phase 4-21st February (EOD, Japan Standard Time) to solicit and collect initial company input using this document 
- 2nd phase 22-29th February (EOD, Japan Standard Time) to consolidate the contents of the summary document (this document with companies inputs included)
Based on the outcome of the above email discussion, the text proposal for TR38.913 is captured under section 2 “Text Proposal”, the rapporteur summary of email discussion (incl., a summary of possible agreements and proposals from the rapporteur) is captured under section 3 “Summary of email discussions”, and the summary of companies views is captured under section 4 “Summary of companies views”.

The “Text Proposal” is an update of “RPa160082”. In the “Text Proposal”, the texts for discussion in RAN#71 are highlighted in yellow and green. The green color is used to highlight the square brackets and texts for which it seems agreements can quickly be reached following the outcome of email discussion. The yellow color is used to highlight square brackets and texts that may need further discussions so that agreements can be reached. 
It is proposed for TSG-RAN#71 to discuss and conclude on the “Text Proposal” below, in particular for the parts in the “Text Proposal” that are highlighted in yellow.
2. Text Proposal 
------------------------------------------------------- BEGIN TEXT PROPOSAL ------------------------------------------------------
6
Scenarios
6.0
General
[This subsection first briefly introduces the three usage scenarios defined by ITU-R, and then describes several deployment scenarios for the three usage scenarios. The mapping between usage scenarios and deployment scenarios needs to be clarified.]

IMT for 2020 and beyond [3] is envisaged to expand and support diverse families of usage scenarios and applications that will continue beyond the current IMT. Furthermore, a broad variety of capabilities would be tightly coupled with these intended different usage scenarios and applications for IMT for 2020 and beyond. The families of usage scenarios for IMT for 2020 and beyond include:
-
eMBB (enhanced Mobile Broadband)
-
mMTC (massive Machine Type Communications)
-
URLLC (Ultra-Reliable and Low Latency Communications)
6.1
Deployment scenarios

5 deployment scenarios are proposed for eMBB, [tbd] deployment scenarios are proposed for mMTC, and [tbd] deployment scenarios are proposed for URLLC. 

For eMBB, they are indoor hotspot, dense urban, rural, urban macro and high speed. Deployment scenarios for mMTC and URLLC need further study. However, some of eMBB deployment scenarios may possibly be reused to evaluate mMTC and URLLC, or some specific evaluation tests (e.g., link-level simulation) can be developed to check whether the requirements can be achieved.
High-level descriptions on deployment scenarios including carrier frequency, aggregated system bandwidth, network layout / ISD, BS / UE antenna elements, UE distribution / speed and service profile are proposed in this TR. It is assumed that more detailed attributes and simulation parameters, for example, the channel model, BS / UE Tx power, number of antenna ports, etc. should be defined in the new RAT study item.

For mMTC, […]

For URLLC, […]
6.1.1
Indoor hotspot

The indoor hotspot deployment scenario focuses on small coverage per site/TRP (transmission and reception point) and high user throughput or user density in buildings. The key characteristics of this deployment scenario are high capacity, high user density and consistent user experience indoor.
Some of its attributes are listed in Table 6.1.1-1.

Table 6.1.1-1: Attributes for indoor hotspot

	Attributes
	Values or assumptions

	Carrier Frequency

NOTE1
	Around 30GHz or 

Around 70GHz
[Above 6 GHz (around 30 GHz or around 70 GHz) and below 6 GHz (around 4 GHz) NOTE2]

	Aggregated system bandwidth
NOTE3
	Up to 1GHz (DL+UL) NOTE4

	Layout
	Single layer:

- Indoor floor

(Open office)

	ISD
	20m

(Equivalent to 12TRPs per 120m x 50m)

	BS antenna elements
	[TBD-EMAIL]

	UE antenna elements
	[TBD-EMAIL] 

	User distribution and UE speed
	100% Indoor, 3km/h,

10 users per TRP

	Service profile
	NOTE:
Whether to use full buffer traffic or non-full-buffer traffic is FFS. For certain KPIs, full buffer traffic is desirable to enable comparison with IMT-Advanced values.


NOTE1:
The options noted here are for evaluation purpose, and do not mandate the deployment of these options or preclude the study of other spectrum options. A range of bands from 24 GHz – 40 GHz identified for WRC-19 are currently being considered and around 30 GHz is chosen as a proxy for this range. A range of bands from 66 GHz – 86 GHz identified for WRC-19 are currently being considered and around 70 GHz is chosen as a proxy for this range.
[NOTE2:
Evaluation only required if >6GHz cannot meet requirement.]
NOTE3:
The aggregated system bandwidth is the total bandwidth typically assumed to derive the values for some KPIs such as area traffic capacity and user experienced data rate. It is allowed to simulate a smaller bandwidth than the aggregated system bandwidth and transform the results to a larger bandwidth. The transformation method should then be described, including the modelling of power limitations.
NOTE4: “DL + UL” refers to either of the following two cases:

1.
FDD with symmetric bandwidth allocations between DL and UL.
2.
TDD with the aggregated system bandwidth used for either DL or UL via switching in time-domain.
6.1.2
Dense urban 
The dense urban microcellular deployment scenario focuses on macro TRPs with or without micro TRPs and high user densities and traffic loads in city centres and dense urban areas. The key characteristics of this deployment scenario are high traffic loads, outdoor and outdoor-to-indoor coverage. This scenario will be interference-limited, using macro TRPs with or without micro TRPs. A continuous cellular layout and the associated interference shall be assumed. 
Some of its attributes are listed in Table 6.1.2-1.

Table 6.1.2-1: Attributes for dense urban

	Attributes
	Values or assumptions

	Carrier Frequency
NOTE1
	Around 4GHz + Around 30GHz (two layers)

	Aggregated system bandwidth
NOTE2
	Around 30GHz: Up to 1GHz (DL+UL)
Around 4GHz: Up to 200MHz (DL+UL)

	Layout
	Two layers:

- Macro layer: Hex. Grid

- Micro layer: Random drop

Step 1 (NOTE3): Around 4GHz in Macro layer

Step 2 (NOTE3): Both Around 4GHz & Around 30GHz may be available in Macro & Micro layers (including 1 macro layer, macro cell only)

	ISD
	Macro layer: 200m

Micro layer: 3 micro TRPs per macro TRP,

All micro TRPs are all outdoor

	BS antenna elements
	Tx: TBD-EMAIL
Rx: TBD-EMAIL

	UE antenna elements
	@4GHz:
Tx: TBD-EMAIL
Rx: TBD-EMAIL
@30GHz:
Tx: TBD-EMAIL
Rx: TBD-EMAIL

	User distribution and UE speed
	Step1 (NOTE3): Uniform/macro TRP, 10 users per TRP (NOTE4)
Step 2 (NOTE3): Uniform/macro TRP + Clustered/micro TRP, 10 users per TRP (NOTE4)
80% indoor (3km/h), 20% outdoor (3km/h)

	Service profile
	NOTE:
Whether to use full buffer traffic or non-full-buffer traffic is FFS. For certain KPIs, full buffer traffic is desirable to enable comparison with IMT-Advanced values.


NOTE1:
The options noted here are for evaluation purpose, and do not mandate the deployment of these options or preclude the study of other spectrum options. A range of bands from 24 GHz – 40 GHz identified for WRC-19 are currently being considered and around 30 GHz is chosen as a proxy for this range.
NOTE2:
The aggregated system bandwidth is the total bandwidth typically assumed to derive the values for some KPIs such as area traffic capacity and user experienced data rate. It is allowed to simulate a smaller bandwidth than the aggregated system bandwidth and transform the results to a larger bandwidth. The transformation method should then be described, including the modelling of power limitations.
NOTE3
Step 1 shall be used for the evaluation of spectral efficiency KPIs. Step2 shall be used for the evaluation of the other deployment scenario dependant KPIs.
NOTE4:
10 users per TRP with full buffer traffic are assumed. Other number of users, number of TRPs and traffic models are FFS. 
6.1.3
Rural
The rural deployment scenario focuses on larger and continuous coverage. The key characteristics of this scenario are continuous wide area coverage supporting high speed vehicles. This scenario will be noise-limited and/or interference-limited, using macro TRPs.
Some of its attributes are listed in Table 6.1.3-1.

Table 6.1.3-1: Attributes for rural scenario

	Attributes
	Values or assumptions

	Carrier Frequency NOTE1
	Around 700MHz or 

Around 4GHz (for ISD 1)

ISD 1: Below 6 GHz (around 700 MHz or around 4 GHz).
ISD 2: Below 6 GHz (around 700 MHz and around 2 GHz combined)

	Aggregated system bandwidth

NOTE2
	Around 700MHz: Up to 20MHz (DL+UL) (NOTE3)
Around 4GHz: Up to 200MHz (DL+UL)

	Layout
	Single layer:

- Hex. Grid

	ISD
	ISD 1: 1732m
ISD 2: 5000m

	BS antenna elements
	@700MHz:
Tx: TBD EMAIL
Rx: TBD EMAIL
@4GHz:

Tx: TBD EMAIL
Rx: TBD EMAIL

	UE antenna elements
	@700MHz:

Tx: TBD EMAIL
Rx: TBD EMAIL
@4GHz:
Tx: TBD EMAIL
Rx: TBD EMAIL

	User distribution and UE speed
	50% outdoor vehicles (120km/h) and 50% indoor (3km/h), 10 users per TRP

	Service profile
	NOTE:
Whether to use full buffer traffic or non-full-buffer traffic is FFS. For certain KPIs, full buffer traffic is desirable to enable comparison with IMT-Advanced values.


NOTE1:
The options noted here are for evaluation purpose, and do not mandate the deployment of these options or preclude the study of other spectrum options.
NOTE2:
The aggregated system bandwidth is the total bandwidth typically assumed to derive the values for some KPIs such as area traffic capacity and user experienced data rate. It is allowed to simulate a smaller bandwidth than the aggregated system bandwidth and transform the results to a larger bandwidth. The transformation method should then be described, including the modelling of power limitations.
NOTE3: Consider larger aggregated system bandwidth if 20MHz cannot meet requirement.
6.1.4
Urban macro
The urban macro deployment scenario focuses on large cells and continuous coverage. The key characteristics of this scenario are continuous and ubiquitous coverage in urban areas. This scenario will be interference-limited, using macro TRPs (i.e. radio access points above rooftop level).
Some of its attributes are listed in Table 6.1.4-1.

Table 6.1.4-1: Attributes for urban macro (optional)
	Attributes
	Values or assumptions

	Carrier Frequency NOTE1
	- Below 6 GHz (around 2 GHz or around 4 GHz)
- Above 6 GHz (around 30 GHz)
- Below 6 GHz (around 2 GHz or around 4 GHz) and above 6 GHz (around 30 GHz) combined

	Aggregated system bandwidth

NOTE2
	Around 4GHz: Up to 200 MHz (DL+UL)

	Layout
	Single layer:

- Hex. Grid

	ISD
	500m

	BS antenna elements
	Tx: TBD EMAIL
Rx: TBD EMAIL

	UE antenna elements
	Tx: TBD EMAIL
Rx: TBD EMAIL

	User distribution and UE speed
	Outdoor in cars: 30km/h,

Indoor in houses: 3km/h

10 users per TRP

	Service profile
	NOTE:
Whether to use full buffer traffic or non-full-buffer traffic is FFS. For certain KPIs, full buffer traffic is desirable to enable comparison with IMT-Advanced values.


NOTE1:
The options noted here are for evaluation purpose, and do not mandate the deployment of these options or preclude the study of other spectrum options. A range of bands from 24 GHz – 40 GHz identified for WRC-19 are currently being considered and around 30 GHz is chosen as a proxy for this range.  
NOTE2:
The aggregated system bandwidth is the total bandwidth typically assumed to derive the values for some KPIs such as area traffic capacity and user experienced data rate. It is allowed to simulate a smaller bandwidth than the aggregated system bandwidth and transform the results to a larger bandwidth. The transformation method should then be described, including the modelling of power limitations.
Editor's notes: Urban macro is a deployment scenario in between dense urban and rural. Dense urban scenario has smaller ISD than urban macro and has more challenging capacity requirement. Rural scenario has larger ISD and more challenging coverage requirement than urban macro. [So urban macro is regarded as an optional deployment scenario.]
6.1.5
High speed
[NOTE: Scenario to be further developed, as discussion is ongoing on link-level vs. system level evaluation]
7
Key performance indicators
This section describes the definitions of all KPIs.
7.1
Peak data rate
Peak data rate is the highest theoretical data rate which is the received data bits assuming error-free conditions assignable to a single mobile station, when all assignable radio resources for the corresponding link direction are utilised (i.e., excluding radio resources that are used for physical layer synchronisation, reference signals or pilots, guard bands and guard times).
The target for peak data rate should be 20Gbps for downlink and 10Gbps for uplink.
This KPI is independent of usage scenario and deployment scenario.
7.2
Peak Spectral efficiency
Peak spectral efficiency is the highest theoretical data rate (normalised by bandwidth), which is the received data bits assuming error-free conditions assignable to a single mobile station, when all assignable radio resources for the corresponding link direction are utilised (i.e., excluding radio resources that are used for physical layer synchronisation, reference signals or pilots, guard bands and guard times).
The target for peak spectral efficiency should be 30bps/Hz for downlink and 15bps/Hz for uplink.
Higher frequency bands could have higher bandwidth but lower spectral efficiency and lower frequency bands could have lower bandwidth but higher spectral efficiency. Thus, peak data rate cannot be directly derived from peak spectral efficiency and bandwidth multiplication.
This KPI is independent of usage scenario and deployment scenario.
7.3
Bandwidth
Bandwidth means the maximal aggregated total system bandwidth. It may be supported by single or multiple RF carriers.
Quantitative KPI
 [Editor’s note: This is an ITU-R requirement from IMT-Advanced. It may not be up to 3GPP to set a value for this requirement.]
7.4
Control plane latency
Control plane latency refers to the time to move from a battery efficient state (e.g., IDLE) to start of continuous data transfer (e.g., ACTIVE).

The target for control plane latency should be 10ms.
This KPI is independent of usage scenario and deployment scenario.
[Editor’s notes: Detailed definition to be discussed.]
7.5
User plane latency
The time it takes to successfully deliver an application layer packet/message from the radio protocol layer 2/3 SDU ingress point to the radio protocol layer 2/3 SDU egress point via the radio interface in both uplink and downlink directions, where neither device nor Base Station reception is restricted by DRX.
The target for user plane latency should be 1ms for UL, and 1ms for DL (NOTE1).
This KPI is independent of usage scenario and deployment scenario. 
NOTE1: This KPI value is for connected and scheduled UE case. KPI values for other cases are FFS.
[Editor’s notes: Detailed definition to be discussed.]
7.6
Latency for infrequent small packets
For infrequent application layer small packet/message transfer, the time it takes to successfully deliver an application layer packet/message from the radio protocol layer 2/3 SDU ingress point at the mobile device to the radio protocol layer 2/3 SDU egress point in the RAN, when the mobile device starts from its most "battery efficient" state.
[Editor’s notes: Detailed definition to be discussed.]
7.7
Mobility interruption time
Mobility interruption time means the shortest time duration supported by the system during which a user terminal cannot exchange user plane packets with any base station during transitions.
The target for mobility interruption time should be 0ms.
This KPI is for intra-system mobility.
This KPI is independent of usage scenario and deployment scenario. 
7.8
Inter-system mobility
Inter-system mobility refers to the ability to support mobility between the IMT-2020 system and at least one IMT system.
[Editor’s notes: Further study is needed to clarify what is IMT system and maybe to limit it to LTE or LTE evolution. Whether to support voice interoperability is to be clarified.]
7.9
Reliability
Reliability can be evaluated by the success probability of transmitting X (NOTE1) bytes within 1ms, which is the time it takes to deliver a small data packet from the radio protocol layer 2/3 SDU ingress point to the radio protocol layer 2/3 SDU egress point of the radio interface, at a certain channel quality (e.g., coverage-edge).
The target for reliability should be 1-10-5 within 1ms.
This KPI is for URLLC usage scenario.

NOTE1: Specific value for X is FFS.
[Editor’s notes: The relevant use cases (V2V, V2I, or any others), deployment scenarios and the traffic model should be clarified.]
7.10
Coverage
"Maximum coupling loss" (MCL) in uplink and downlink between device and Base Station site (antenna connector(s)) for a data rate of 160bps, where the data rate is observed at the egress/ingress point of the radio protocol stack in uplink and downlink.
The target for coverage should be 164dB (NOTE1).
This KPI is for mMTC usage scenario.

NOTE1: Consider this KPI value as a starting point.
7.11
UE battery life
UE battery life can be evaluated by the battery life of the UE without recharge. For mMTC, UE battery life in extreme coverage shall be based on the activity of mobile originated data transfer consisting of 200 bytes UL per day followed by 20 bytes DL from MCL of tbd dB, assuming a stored energy capacity of 5Wh.

The target for UE battery life should be 10 years (NOTE1).
This KPI is for mMTC usage scenario.
NOTE1: Consider this KPI value as a starting point. 
7.12
UE energy efficiency
UE energy efficiency means the capability of a UE to sustain much better mobile broadband data rate while minimizing the UE modem energy consumption.

Qualitative KPI
7.13
Cell/Transmission Point/TRP spectral efficiency
TRP spectral efficiency is defined as the aggregate throughput of all users (the number of correctly received bits, i.e. the number of bits contained in the service data units (SDUs) delivered to Layer 3, over a certain period of time) divided by the channel bandwidth divided by the number of TRPs. A 3 sector site consists of 3 TRPs. In case of multiple discontinuous "carriers" (one carrier refers to a continuous block of spectrum), this KPI should be calculated per carrier. In this case, the aggregate throughput, channel bandwidth, and the number of TRPs on the specific carrier are employed.
Quantitative KPI (NOTE1)
NOTE1: The target considered as a starting point for eMBB deployment scenarios is in the order of 3x IMT-Advanced for full buffer, but the final target should be as high as possible. This value should be revisited during evaluation analysis. Consider to use full buffer traffic to evaluate this KPI.
Assessment for multi-layer and multi-band is FFS. 

Values for relevant deployment scenario(s) are FFS.
Editor’s notes: The target for full buffer should be in the order of 3x IMT-Advanced requirements.
[Example Table.x (if applicable) Detailed Requirements mapping to each deployment scenario for each Usage scenario]

	Transmission reception point (TRP)
	Deployment 1
	Deployment 2
	Deployment ……
	Deployment N

	eMBB
	
	
	
	

	mMTC
	
	
	
	

	URLLC
	
	
	
	


7.14
Area traffic capacity
Area traffic capacity means total traffic throughput served per geographic area (in Mbit/s/m2). This metric can be evaluated by two different traffic models: Full buffer model and Non full buffer model
By full buffer model:

Total traffic throughput served per geographic area (in Mbit/s/m2). The computation of this metric is based on full buffer traffic.
By non full buffer model:

Total traffic throughput served per geographic area (in Mbit/s/m2). Both the user experienced data rate and the area traffic capacity need to be evaluated at the same time using the same traffic model.
The area traffic capacity is a measure of how much traffic a network can carry per unit area. It depends on site density, bandwidth and spectrum efficiency. In the special case of a single layer single band system, it may be expressed as:
area capacity (bps/m2) = site density (site/m2) × bandwidth (Hz) × spectrum efficiency (bps/Hz/site) NOTE1
NOTE1:
Results of TRP spectral efficiency for non-full buffer are also provided separately.
In order to improve area traffic capacity, 3GPP can develop standards with means for high spectrum efficiency. To this end, spectrum efficiency gains in the order of three times IMT-Advanced are targeted. Furthermore, 3GPP can develop standards with means for large bandwidth support. To this end, it is proposed that at least 1GHz aggregated bandwidth shall be supported.

The available bandwidth and site density (NOTE2), which both have a direct impact on the available area capacity, are however not under control of 3GPP.

NOTE2:
Site here refers to single transmission and reception point (TRP).
Based on this, it is proposed to use the spectrum efficiency results together with assumptions on available bandwidth and site density in order to derive a quantitative area traffic capacity KPI for information.
7.15
User experienced data rate
User experienced data rate is the 5%-percentile (5%) of the user throughput. User throughput (during active time) is defined as the size of a burst divided by the time between the arrival of the first packet of a burst and the reception of the last packet of the burst.
User experienced data rate is here defined as the data rate that, under loaded conditions, is available with 95% probability. It may be calculated as:
user experienced data rate = 5% user spectrum efficiency × bandwidth

Here it should be noted that the 5% user spectrum efficiency depends on the number of active users sharing the channel (assumed to be 10 in the ITU evaluations [4]), and that the 5% user spectrum efficiency for a fixed transmit power may vary with bandwidth. To keep a high 5% user spectrum efficiency and a few users sharing the channel, a dense network is beneficial, i.e. 5% user spectrum efficiency may vary also with site density (NOTE1).

NOTE1:
Site here refers to single transmission and reception point (TRP)
To improve user experienced data rates, 3GPP can develop standards with means for high 5% user spectrum efficiency. To this end, 5% user spectrum efficiency gains in the order of three times IMT-Advanced are proposed. Furthermore, 3GPP can develop standards with means for large bandwidth support. To this end, it is proposed that at least 1GHz aggregated bandwidth shall be supported.

The available bandwidth and site density, which both have a strong impact on the available user experienced data rates, are however not under control of 3GPP.
Based on this, it is proposed to use the 5% user spectrum efficiency requirements in order to derive a quantitative experienced user data rate KPI for information.
7.16
5th percentile user spectrum efficiency
5th percentile user spectrum efficiency means the 5% point of the cumulative distribution function (CDF) of the normalized user throughput. The (normalized) user throughput is defined as the average user throughput (the number of correctly received bits by users, i.e., the number of bits contained in the SDU delivered to Layer 3, over a certain period of time, divided by the channel bandwidth and is measured in bit/s/Hz. The channel bandwidth for this purpose is defined as the effective bandwidth times the frequency reuse factor, where the effective bandwidth is the operating bandwidth normalised appropriately considering the uplink/downlink ratio. In case of multiple discontinuous “carriers” (one carrier refers to a continuous block of spectrum), this KPI should be calculated per carrier. In this case, the user throughput and channel bandwidth on the specific carrier are employed.
Quantitative KPI (NOTE1)
NOTE1: The target considered as a starting point for eMBB deployment scenarios is in the order of 3x IMT-Advanced for full buffer, but the final target should be as high as possible. This value should be revisited during evaluation analysis. Consider to use full buffer traffic to evaluate this KPI.
Values for relevant deployment scenario(s) are FFS

Editor’s notes: The target should be in the order of 3x IMT-Advanced requirements. Consider to use full buffer traffic to evaluate this KPI.
7.17
Connection density
Connection density refers to total number of devices fulfilling specific QoS per unit area (per km2). QoS definition should take into account the amount of data or access request generated within a time t_gen that can be sent or received within a given time, t_sendrx, with x% probability.
The target for connection density should be 1 000 000 device/km2.

This KPI is for mMTC usage scenario.
Editor’s notes: The details of QoS definition is FFS.
7.18
Mobility
Mobility means the maximum user speed at which a defined QoS can be achieved (in km/h).
The target for mobility target should be 500km/h.
7.19
Network energy efficiency
The capability is to minimize the RAN energy consumption while providing a much better area traffic capacity.
Qualitative KPI as baseline and quantitative KPI is FFS.
Editor’s notes: Inspection is the baseline method to qualitatively check the capability of the RAN to improve area traffic capacity with minimum RAN energy consumption, e.g., ensure no or limited increase of BS power with more antenna elements and larger bandwidth, etc. As qualitative evaluation, 3GPP should ensure that the new RAT is based on energy efficient design principles. When quantitative evaluation is adopted, one can compare the quantity of information bits transmitted to/received from users, divided by the energy consumption of RAN.
------------------------------------------------------- END TEXT PROPOSAL ---------------------------------------------------------
--------------------------------------------------------- BEGIN SUMMARY ----------------------------------------------------------
3    Summary of email discussions
The following table summarizes the outcome of email discussions and proposals from the rapporteur of this email discussion. More details on companies’ views can be found in section 4 “Summary of companies views”.
	N.
	
	Outcome

(Y/N/NA)
	Conclusion
	Comments  After 1st Phase Outcome
	Possible Agreements & Proposals by Rapporteur

	1
	InH CF
	8/18/2
	“No” supported by large majority
	CATT: 
Proposed to include below 6GHz to enable the use of the new radio interface in indoor using below 6GHz
	Proposal:
Around 30GHz or 

Around 70GHz
[Above 6 GHz (around 30 GHz or around 70 GHz) and below 6 GHz (around 4 GHz) NOTE2]
[NOTE2:
Evaluation only required if >6GHz cannot meet requirement.]

	2
	InH BW
	24/1/1
	“Yes” supported by large majority
	Rapporteur: 
Add “up to” to keep consistency.
Add note to clarify the meaning of “DL+UL”
	Possible Agreement: 
Up to 1GHz (DL+UL) NOTE4
NOTE4: “DL + UL” refers to either of the following two cases:

1. FDD with symmetric bandwidth allocations between DL and UL.
2. TDD with the aggregated system bandwidth being used for either DL or UL via switching in time-domain.

	3
	UMx CF1/BW1
	23/1/0
	“Yes” supported by large majority
	Rapporteur: 
Add “around” and “up to” to keep consistency.
	Possible Agreement: 
Around 30GHz: Up to 1GHz (DL+UL)

	4
	UMx CF2/BW2
	24/0/0
	“Yes” supported by all companies
	Rapporteur: 
Add “around” and “up to” to keep consistency.
	Possible Agreement: 
Around 4GHz: Up to 200MHz (DL+UL)

	5
	UMx Num of micro TRPs
	18/4/2
	“Yes” supported by large majority
	CATT: Proposed to increase to 10  to meet the requirements using below 6GHz

(3 supported by majority)
Rapporteur:

Clarify that users are clustered around 3 micro TRPs that are randomly dropped. 
	Proposal:
“3 micro TRPs per macro TRP”
 “Clustered/micro TRP”

	6
	UMx Num of UEs
	17/3/3
	“Yes” supported by large majority
	DT: Request of clarification on full buffer or non-full buffer

Rapporteur: 10 user per TRP for full buffer
	Proposal:
“10 users per TRP”

	7
	RMa BW1
	22/2/0
	“Yes” supported by large majority
	DT: Proposed to increase to 60MHz to meet requirements (20MHz supported by majority)
Rapporteur:

Add a note that 20MHz could be revisited if cannot meet requirement.
	Possible Agreement: 
Around 700MHz: Up to 20MHz (DL+UL) (NOTE3)
NOTE3: Consider larger aggregated system bandwidth if 20MHz cannot meet requirement.

	8
	RMa BW2
	24/0/0
	“Yes” supported by all companies
	Rapporteur:

Add “up to” to keep consistency
	Possible Agreement: 
Around 4GHz: Up to 200MHz (DL+UL)

	9
	UMa BW
	20/2/1
	“Yes” supported by large majority
	Rapporteur: 

Add “up to” to keep consistency
	Possible Agreement:

Around 4GHz: Up to 200MHz (DL+UL)

	10
	Peak data rate (DL)
	21/3/0
	“Yes” supported by large majority
	TIM/Orange: Clarify usage scenario and deployment scenario.
Rapporteur:

Add “This KPI is independent of usage scenario and deployment scenario”.
	Possible Agreement: 
The target for peak data rate should be 20Gbps for downlink and 10Gbps for uplink.
This KPI is independent of usage scenario and deployment scenario.

	11
	Peak data rate (UL)
	21/3/0
	“Yes” supported by large majority
	
	· 

	12
	Peak S.E. (DL)
	22/2/0
	“Yes” supported by large majority
	TIM/Orange: Clarify usage scenario and deployment scenario.
Rapporteur:

Add “This KPI is independent of usage scenario and deployment scenario”.
	Possible Agreement: 
The target for peak spectral efficiency should be 30bps/Hz for downlink and 15bps/Hz for uplink.
This KPI is independent of usage scenario and deployment scenario.

	13
	Peak S.E.

(UL)
	22/2/0
	“Yes” supported by large majority
	
	· 

	14
	Control plane latency
	23/1/0
	“Yes” supported by large majority
	TIM/Orange: Clarify usage scenario and deployment scenario.
	Possible Agreement:
The target for control plane latency should be 10ms.
This KPI is independent of usage scenario and deployment scenario.

	15
	User plane latency (UL)
	19/4/1
	“Yes” supported by large majority
	TIM/Orange: Clarify usage scenario and deployment scenario.
DT: Proposed to add a new KPI for latency for connected but non-scheduled UEs
DT/Orange: KPI values for extreme cases.

Rapporteur: Clarify this KPI is independent of usage scenario and deployment scenario. 
Add this value is for connected but scheduled UE case. KPI values for other cases are FFS.
	Possible Agreement/Proposal:

The target for user plane latency should be 1ms for UL, and 1ms for DL (NOTE1).
This KPI is independent of usage scenario and deployment scenario. 
NOTE1: This KPI value is for connected and scheduled UE case. KPI values for other cases are FFS.

	16
	User plane latency (DL)
	18/4/2
	“Yes” supported by large majority
	
	· 

	17
	Mobility interruption time
	20/1/1
	“Yes” supported by large majority
	TIM/Orange: Clarify usage scenario and deployment scenario.
Rapporteur: 
Add “This KPI is independent of usage scenario and deployment scenario. “
Note that this KPI is for intra-system mobility.”
	Possible Agreement:
The target for mobility interruption time should be 0ms.
This KPI is for intra-system mobility.
This KPI is independent of usage scenario and deployment scenario. 

	18
	Reliability
	22/1/0
	“Yes” supported by large majority
	TIM/Orange: Clarify usage scenario and deployment scenario.
Rapporteur: 
Add “This KPI is for URLLC usage scenario.”
Add a note that X is FFS.
	Possible Agreement:
The target for reliability should be 1-10-5 within 1ms.
This KPI is for URLLC usage scenario.

NOTE1: Specific value for X is FFS.

	19
	Reliability
	22/1/0
	“Yes” supported by large majority
	
	· 

	20
	Coverage data rate
	18/5/1
	“Yes” supported by large majority
	TIM/Orange: Clarify usage scenario and deployment scenario.
Rapporteur:

Add “Consider this KPI value as a starting point.”
Add “This KPI is for mMTC usage scenario.”
	Possible Agreement: 
"Maximum coupling loss" (MCL) in uplink and downlink between device and Base Station site (antenna connector(s)) for a data rate of 160bps, where the data rate is observed at the egress/ingress point of the radio protocol stack in uplink and downlink.
The target for coverage should be 164dB (NOTE1).
This KPI is for mMTC usage scenario.

NOTE1: Consider this KPI value as a starting point. 

	21
	Coverage

MCL
	21/2/1
	“Yes” supported by large majority
	
	· 

	22
	UE battery life UL bytes
	20/3/0
	“Yes” supported by large majority
	TIM/Orange: Clarify usage scenario and deployment scenario.
Orange: Proposed 15 years to cover certain use cases

(10 years supported by majority) 
Rapporteur:

Add “This KPI is for mMTC usage scenario.”
Add “Consider this KPI value as a starting point.”
	Possible Agreement: 
UE battery life can be evaluated by the battery life of the UE without recharge. For mMTC, UE battery life in extreme coverage shall be based on the activity of mobile originated data transfer consisting of 200 bytes UL per day followed by 20 bytes DL from MCL of tbd dB, assuming a stored energy capacity of 5Wh.

The target for UE battery life should be 10 years (NOTE1).
This KPI is for mMTC usage scenario.
NOTE1: Consider this KPI value as a starting point. 

	23
	UE battery life DL bytes
	19/3/0
	“Yes supported by large majority
	
	· 

	24
	UE battery life MCL
	19/3/1
	“Yes” supported by large majority
	
	· 

	25
	UE battery life stored energy cap.
	20/3/0
	“Yes” supported by large majority
	
	· 

	26
	UE battery life 10 years
	17/5/0
	“Yes” supported by large majority
	
	· 

	27
	TRP S.E.
	13/2/8
	
	TIM/Orange: Clarify usage scenario and deployment scenario.
Rapporteur: Move from the Editor’s note to the main text.

Add “The target considered as a starting point for eMBB deployment scenarios is in the order of 3x IMT-Advanced but the final target should be as high as possible. This value should be revisited during evaluation analysis.”
	Proposal:

Quantitative KPI (NOTE1)
NOTE1: The target considered as a starting point for eMBB deployment scenarios is in the order of 3x IMT-Advanced for full buffer, but the final target should be as high as possible. This value should be revisited during evaluation analysis. Consider to use full buffer traffic to evaluate this KPI.

	28
	5% S.E.
	12/4/7
	
	TIM/Orange: Clarify usage scenario and deployment scenario.
Rapporteur: Move from the Editor’s note to the main text.

Add “The target considered as a starting point for eMBB deployment scenarios is in the order of 3x IMT-Advanced but the final target should be as high as possible. This value should be revisited during evaluation analysis.”
	Proposal:

Quantitative KPI (NOTE1)
NOTE1: The target considered as a starting point for eMBB deployment scenarios is in the order of 3x IMT-Advanced for full buffer, but the final target should be as high as possible. This value should be revisited during evaluation analysis. Consider to use full buffer traffic to evaluate this KPI.

	29
	Connection density
	20/2/1
	“Yes” supported by large majority
	TIM/Orange: Clarify usage scenario and deployment scenario.
Rapporteur: Add “This KPI is for mMTC.”
	Possible Agreement:
The target for connection density should be 1 000 000 device/km2.

This KPI is for mMTC usage scenario.

	30
	UMa Optional
	12/13/0
	
	Rapporteur/Straight path: Consider how to reduce the overall number of options and deployment scenarios
Rapporteur: Consider to remove optional but limit carrier frequency options to: Around 4GHz w/ BW up to 200MHz.
Also consider to limit the number of carrier frequency options of indoor and rural scenarios. 
	Proposal: 
 [So urban macro is regarded as an optional deployment scenario.]
Carrier Frequency: “- Below 6 GHz (around 2 GHz or around 4 GHz)
- Above 6 GHz (around 30 GHz)
- Below 6 GHz (around 2 GHz or around 4 GHz) and above 6 GHz (around 30 GHz) combined”
· Consider to reduce number of carrier frequency options; e.g., 
- UMa: Around 4GHz                                          - InH: Around 30GHz          (NOTE: Evaluation of “Around 30GHz & Around 4GHz” only required if “Around 30GHz” cannot meet requirement.)                                 - RMa: Around 700MHz                  (For ISD1 & ISD2)                                               - UMx: “Around 4GHz” & “Around 30GHz”                                          (Two layers)


CF: carrier frequency, BW: bandwidth, InH: Indoor Hotspot, UMx: Dense Urban, RMa: Rural Macro, UMa: Urban Macro, NA: Not available
4   Summary of companies views
6
Scenarios

 [This subsection first briefly introduces the three usage scenarios defined by ITU-R, and then describes several deployment scenarios for the three usage scenarios. The mapping between usage scenarios and deployment scenarios needs to be clarified]

IMT for 2020 and beyond [3] is envisaged to expand and support diverse families of usage scenarios and applications that will continue beyond the current IMT. Furthermore, a broad variety of capabilities would be tightly coupled with these intended different usage scenarios and applications for IMT for 2020 and beyond. The families of usage scenarios for IMT for 2020 and beyond include:
–
eMBB (enhanced Mobile Broadband)
–
mMTC (massive Machine Type Communications) 

–
URLLC (Ultra-Reliable and Low Latency Communications) 

6.1
Deployment scenarios

5 deployment scenarios are proposed for eMBB, [x] deployment scenarios are proposed for mMTC, and [x] deployment scenarios are proposed for URLLC. 

For eMBB, they are indoor hotspot, dense urban, rural, urban macro and high speed. Deployment scenarios for mMTC and URLLC need further study. However, some of eMBB deployment scenarios may possibly be reused to evaluate mMTC and URLLC, or some specific evaluation tests (e.g., link-level simulation) can be developed to check whether the requirements can be achieved.
High-level descriptions on deployment scenarios including carrier frequency, aggregated system bandwidth, network layout / ISD, BS / UE antenna elements, UE distribution / speed and service profile are proposed in this TR. It is assumed that more detailed attributes and simulation parameters, for example, the channel model, BS / UE Tx power, number of antenna ports, etc. should be defined in the new RAT study item.

For mMTC, […]

For URLLC, […]
6.1.1
Indoor hot spot

The indoor hotspot deployment scenario focuses on small coverage per site/TRP (transmission and reception point) and high user throughput or user density in buildings. The key characteristics of this deployment scenario are high capacity, high user density and consistent user experience indoor.
Some of its attributes are listed in Table 1.

Table 1. Attributes for indoor hotspot

	Attributes
	Values or assumptions

	Carrier Frequency*
	Around 30GHz or 

Around 70GHz
 eq \o\ac(□,1)[Above 6 GHz (around 30 GHz or around 70 GHz) and below 6 GHz (around 4 GHz)**]

	Aggregated system bandwidth ***
	 eq \o\ac(□,2) [Up to 1GHz (DL+UL)]

	Layout
	Single layer:

- Indoor floor

(Open office)

	ISD
	20m

(Equivalent to 12TRPs per 120m x 50m)

	BS antenna elements
	[TBD-EMAIL]

	UE antenna elements
	[TBD-EMAIL] 

	User distribution and UE speed
	100% Indoor, 3km/h,

10 users per TRP

	Service profile
	Note: Whether to use full buffer traffic or non-full-buffer traffic is FFS. For certain KPIs, full buffer traffic is desirable to enable comparison with IMT-Advanced values.


* )The options noted here are for evaluation purpose, and do not mandate the deployment of these options or preclude the study of other spectrum options. A range of bands from 24 GHz – 40 GHz identified for WRC-19 are currently being considered and around 30 GHz is chosen as a proxy for this range.  A range of bands from 66 GHz – 86 GHz identified for WRC-19 are currently being considered and around 70 GHz is chosen as a proxy for this range 
[**) Evaluation only required if >6GHz cannot meet requirement.]
***) The aggregated system bandwidth is the total bandwidth typically assumed to derive the values for some KPIs such as area traffic capacity and user experienced data rate. It is allowed to simulate a smaller bandwidth than the aggregated system bandwidth and transform the results to a larger bandwidth. The transformation method should then be described, including the modelling of power limitations.
 eq \o\ac(□,1)Carrier Frequency: [Above 6 GHz (around 30 GHz or around 70 GHz) and below 6 GHz (around 4 GHz)**]
	Company
	Yes/No
	Comments

	Nokia
	No
	Not needed. 4 GHz solution that is designed to work at 200m ISD will work also at 20m ISD.

	Ericsson
	No
	4GHz not needed, above 30GHz (around 30 or around 70GHz) sufficient. 

	Samsung
	No
	4GHz not needed. 4GHz feasibility shown in other deployment scenarios. Here we should demonstrate feasibility/importance of higher frequencies.

	Qualcomm
	No
	Above 6GHz is sufficient

	Straight Path
	No
	Above 6 GHz is sufficient

	CMCC
	Yes
	It is uncertain for the allocation of above 6GHz in WRC-19. In that case, below 6GHz could also be considered.

	Huawei
	Yes
	Due to the available bandwidth is “not under control of 3GPP”, there is need to consider contribution of capacity from sub-6GHz as well, and improve the spectrum efficiency there. 

	AT&T
	Yes
	Below 6GHz spectrum is an important spectrum to consider for indoor applciations

	CATT
	Yes
	4GHz with ultra dense TRPs are very important scenarios for 5G indoor.

	NEC
	No
	Above 6 GHz is sufficient

	ZTE
	Yes
	The carrier frequency of around 4GHz not only meets a better coverage ability, but also improves 5th percentile user spectrum efficiency for indoor hotspot. Therefore, “Above 6 GHz and below 6 GHz”, as a candidate,  should be considered

	KT
	No
	Around 30GHz or 70GHz can cover indoor hotspot deployment case

	CATR
	Yes
	Indoor is very important 5G scenarios. In some countries, below 6G spectrum is more possible for early 5G deployment. Performance improvement is expected in 5G phase for indoor on below 6GHz spectrum.

	Vodafone
	
	Fine to follow NGMN guidance, see LS in RPa160065.


	TIM
	NO
	1 GHz band per operator is not considered a realistic scenario. If the 1 GHz channel is shared among several operators, different assumptions should be done.

Proposal: 500 MHz

	MediaTek
	N/A
	For evaluation, maybe above 6GHz is enough. However, below 6GHz should be allowed in the practical deployment up to operators. Fine to follow NGMN guidance, see LS in RPa160065.


	TeliaSonera
	No
	It is only open office with line-of-sight anyway.

	Orange
	Yes
	In many regions, no much spectrum above 6Ghz will be available in the first years of 5G deployment. It is important to evaluate the scenario below 6GHz 

	DT
	No
	Higher bandwidth of  >6GHz bands is likely to be required to meet requirements. 

	Sony
	No
	Above 6GHz is sufficient.

	DOCOMO
	No
	Above 6 GHz is sufficient

	Intel
	No
	Above 6GHz is sufficient.

	LG
	Yes
	Whether to focus on above 6 GHz only or not may depend on what evaluation metrics we like to see. For eMBB throughput evaluations, focusing on above 6 GHz seems sufficient. However, we consider below 6 Ghz would be necessary for the following case as an example. For practical deployment of APs (e.g., practical ISD, handling of various installation options for multi-story building), it seems necessary to understand coverage provided by each frequency band. 

	Motorola Mobility, Lenovo
	No
	Above 6 GHz (around 30 GHz or around 70 GHz) is sufficient for indoor hotspot

	Sharp
	No
	Above 6 GHz is sufficient

	Kyocera
	No
	Above 6GHz is sufficient.

	Mitsubishi Electric
	No
	

	KDDI
	No
	Above 6 GHz is sufficient


	Summary (Yes/No)
	Comments Summary

	No: 18

Yes: 8

N/A: 2
	· Majority of companies think that Above 6GHz is sufficient.

· Other comments from other companies (Yes): 
· Support below 6GHz to further improve 5-percentile user spectrum efficiency 
· Support first years of 5G deployment using below 6GHz
· Uncertain allocation of above 6GHz spectrum

	Possible Conclusion
	 eq \o\ac(□,1) Around 30GHz or Around 70GHz


 eq \o\ac(□,2)Aggregated Bandwidth: [Up to 1GHz (DL+UL)]
	Company
	Yes/No
	Comments

	Nokia
	Yes
	Up to 1 GHz BW support is reasonable at mmW frequencies

	Ericsson
	Yes
	

	Samsun g
	Yes
	We assume up to 1 GHz is a realistic lower max aggregate BW. 3GPP can discuss whether we want to support even higher aggregation levels in the future.

	Qualcomm
	Yes 
	Up to 1GHz seems a reasonable choice (for evaluation)

	Straight Path
	Yes
	Up to 1 GHz seems reasonable for mmWave frequencies 

	CMCC
	Yes
	1GHz BW could be the baseline for above 6GHz. However for below 6GHz, narrower BW could be considered.

	Huawei
	Yes
	It seems appropriate for above 6GHz. Higher aggregation level may be discussed further in WG study.

	AT&T
	Yes
	1GHz for high frequency (30GHz) and 200MHz for low frequency (4GHz)

	CATT
	Yes
	1GHz as a maximal BW, and lower bandwith is also allowed for 4GHz. Proposed value:

Above 6GHz: Up to 1GHz(DL+UL)

Below 6GHz: Up to 200MHz(DL+UL)

	NEC
	Yes
	Up to 1GHz for evaluation. But the system should have the capability to support higher aggregated bandwidth.

	ZTE
	Yes
	1GHz could be the baseline for above 6GHz. However for below 6GHz, narrower bandwidth could be considered, for example 200MHz for around 4GHz.

	KT
	Yes
	Up to 1GHz support is necessary

	CATR
	Yes
	Up to 1G for high frequency and 200Mhz for low frequency.

	Vodafone
	
	Fine to follow NGMN guidance, see LS in RPa160065.

	MediaTek
	Yes.
	

	TIM
	NO
	1 GHz band per operator is not considered a realistic scenario. If the 1 GHz channel is shared among several operators, different assumptions should be done.

Proposal: 500 MHz

	TeliaSonera
	Yes
	We like to get info on how to scale the result with the bandwidth.

	Orange
	Yes
	recommendation to align with the values from NGMN

	DT 
	Yes
	

	Sony
	Yes
	Up to 1GHz seems reasonable for above 6GHz..

	DOCOMO
	Yes
	Up to 1 GHz seems reasonable for above 6GHz

	Intel
	Yes
	Agree that this is a reasonable choice.

	LG
	Yes
	

	Motorola Mobility, Lenovo
	Yes
	Up to 1GHz BW reasonable for mmWave bands

	Sharp
	Yes
	Up to 1 GHz seems reasonable for above 6GHz

	Kyocera
	Yes
	


	Summary (Yes/No)
	Comments Summary

	Yes: 24

NO: 1

N/A: 1
	· Majority of companies support 

Aggregated Bandwidth: Up to 1GHz (DL+UL)
· Other comments:

· Two companies suggest to align with NGMN values

· One company (No) proposes to use 500MHz instead of 1GHz

	Possible Conclusion
	 eq \o\ac(□,2)Aggregated Bandwidth: Up to 1GHz (DL+UL)

	Others
	Add a note to explain about the meaning of (DL+UL)
“DL + UL” implies either of the following two cases:

1. FDD with symmetric bandwidth allocations between DL and UL

2. TDD with the aggregated system bandwidth being used for either DL or UL via switching in time-domain


 6.1.2
Dense urban 
The dense urban microcellular deployment scenario focuses on macro TRPs with or without micro TRPs and high user densities and traffic loads in city centres and dense urban areas. The key characteristics of this deployment scenario are high traffic loads, outdoor and outdoor-to-indoor coverage. This scenario will be interference-limited, using macro TRPs with or without micro TRPs. A continuous cellular layout and the associated interference shall be assumed. 
Some of its attributes are listed in Table 2.

Table 2. Attributes for dense urban

	Attributes
	Values or assumptions

	Carrier Frequency*
	Around 4GHz + Around 30GHz (two layers)



	Aggregated system bandwidth **
	 eq \o\ac(□,3)30GHz: [1GHz (DL+UL)]
 eq \o\ac(□,4)4GHz: [200MHz (DL+UL)] 

	Layout
	Two layers:

- Macro layer: Hex. Grid

- Micro layer: Random drop

Step 1***: Around 4GHz in Macro layer

Step 2***: Both Around 4GHz & Around 30GHz may be available in Macro & Micro layers (including 1 macro layer, macro cell only) 


	ISD
	Macro layer: 200m

Micro layer:  eq \o\ac(□,5)[3] micro TRPs per macro TRP,

All micro TRPs are all outdoor


	BS antenna elements
	Tx: TBD-EMAIL
Rx: TBD-EMAIL

	UE antenna elements
	@4GHz

Tx: TBD-EMAIL
Rx: TBD-EMAIL
@30GHz

Tx: TBD-EMAIL
Rx: TBD-EMAIL

	User distribution and UE speed
	Step1***: Uniform/macro TRP,  eq \o\ac(□,6)[10] users per TRP****
Step 2***: Uniform/macro TRP +  eq \o\ac(□,5) [3] [Clustered] micro TRP, 10 users per TRP****
80% indoor (3km/h), 20% outdoor (3km/h)


	Service profile
	Note: Whether to use full buffer traffic or non-full-buffer traffic is FFS. For certain KPIs, full buffer traffic is desirable to enable comparison with IMT-Advanced values.


*) The options noted here are for evaluation purpose, and do not mandate the deployment of these options or preclude the study of other spectrum options. A range of bands from 24 GHz – 40 GHz identified for WRC-19 are currently being considered and around 30 GHz is chosen as a proxy for this range.  
**) The aggregated system bandwidth is the total bandwidth typically assumed to derive the values for some KPIs such as area traffic capacity and user experienced data rate. It is allowed to simulate a smaller bandwidth than the aggregated system bandwidth and transform the results to a larger bandwidth. The transformation method should then be described, including the modelling of power limitations.
***) Step 1 shall be used for the evaluation of spectral efficiency KPIs. Step2 shall be used for the evaluation of the other deployment scenario dependant KPIs.
****) 10 users per TRP with full buffer traffic are assumed. Other number of users, user distributions, number of TRPs and traffic models are FFS.
 eq \o\ac(□,3)Aggregated Bandwidth: 30GHz: [1GHz (DL+UL)]
	Company
	Yes/No
	Comments

	Nokia
	Yes
	Up to 1 GHz BW support is reasonable at mmW frequencies

	Ericsson
	Yes
	

	Samsung
	 Yes
	Same reasoning as for Indoor deployment scenario

	Qualcomm
	Yes 
	See above

	Straight Path
	Yes
	Seems reasonable. Change “30 GHz” to “Around 30 GHz” to be consistent with rest of the document. 

	CMCC
	Yes
	1GHz BW for 30GHz could be the baseline.

	Huawei
	Yes
	See above

	AT&T
	Yes
	

	CATT
	Yes
	Up to 1GHz BW is a typical value for mmWave.

	NEC
	Yes
	Same reason as ‘Indoor hot spot’

	ZTE
	Yes
	The value is reasonable for above 6GHz.

	KT
	Yes
	KT is targeting 1GHz aggregated BW at this spectrum

	CATR
	Yes
	

	MediaTek
	Yes
	

	TIM
	NO
	1 GHz band per operator is not considered a realistic scenario. If the 1 GHz channel is shared among several operators, different assumptions should be done.

Proposal: 500 MHz

	TeliaSonera
	Yes
	Note that it does not say “up to”.

	Orange
	Yes
	Up to 1GHz

	DT
	Yes
	

	Sony
	Yes
	Up to 1GHz seems reasonable.

	DOCOMO
	Yes
	Up to 1 GHz seems reasonable for above 6GHz frequencies

	Intel
	Yes
	

	LG
	Yes
	

	Motorola Mobility, Lenovo
	Yes
	Up to 1GHz BW reasonable for mmWave bands

	Sharp
	Yes
	Up to 1GHz is reasonable.

	Kyocera
	Yes
	


	Summary (Yes/No)
	Comments Summary

	Yes: 23

No: 1
	Majority of companies support “Aggregated Bandwidth: Up to 1GHz (DL+UL)”
· Other comments:

· Two companies suggest to align with NGMN values

· One company (No) proposes to use 500MHz instead of 1GHz

Add “Up to”, Add “Around” to keep consistency

	Possible Conclusion
	 eq \o\ac(□,3)Aggregated Bandwidth: Around 30GHz: Up to 1GHz (DL+UL)


 eq \o\ac(□,4)Aggregated Bandwidth: 4GHz: [200MHz (DL+UL)]
	Company
	Yes/No
	Comments

	Nokia
	Yes
	Up to 200 MHz BW support is reasonable at sub-6GHz frequencies, recalling that LTE-A already got to 100 MHz, and now is working to support 32 component carriers.

	Ericsson
	Yes
	

	Samsung
	Yes
	

	Qualcomm
	Yes 
	

	Straight Path
	Yes
	Seems reasonable. Change “4 GHz” to “Around 4 GHz” to be consistent with rest of the document.

	CMCC
	Yes
	200MHz BW for 4GHz could be the baseline.

	Huawei
	Yes
	

	AT&T
	Yes
	

	CATT
	Yes
	200MHz is resonable for 5G. But we recommend both Macro layer and Micro layer can works around 4GHz. Suggested text:

Aggregated Bandwidth(Macro layer and Micro layer): 4GHz: 200MHz(DL+UL)

	NEC
	Yes
	200MHz is enough.

	ZTE
	Yes
	The value is reasonable for around 4GHz

	KT
	Yes
	Considering availability of spectrum at 4GHz, 200MHz aggregated BW seems reasonable approach

	CATR
	Yes
	200MHz BW for 4Ghz in Micro and Macro layer

	MediaTek
	Yes
	200Mhz BW for 4GHz could be the baseline.

	TeliaSonera
	Yes
	Note that it does not say “up to”. We like to get info on how to scale the result with the bandwidth.

	Orange
	Yes
	Up to 200MHz for Macro and Micros below 6Ghz 

	DT
	Yes
	

	Sony
	Yes
	Up to 200MHz seems reasonable.

	DOCOMO 
	Yes
	Up to 200 MHz BW support is reasonable at sub-6GHz frequencies

	Intel
	Yes
	

	LG
	Yes
	

	Motorola Mobility, Lenovo
	Yes
	Up to 200MHz at sub-6GHz – macro and micro layer.

	Sharp
	Yes
	Up to 200MHz is reasonable.

	Kyocera
	Yes
	


	Summary (Yes/No)
	Comments Summary

	Yes: 24
	Majority of companies support “Aggregated Bandwidth: Up to 200MHz (DL+UL)”
Add “Up to”, Add “Around” to keep consistency

	Possible Conclusion
	 eq \o\ac(□,4)Aggregated Bandwidth (Macro layer): Around 4GHz: Up to 200MHz (DL+UL)


 eq \o\ac(□,5)ISD: Micro layer: [3] micro TRPs per macro TRP
 eq \o\ac(□,5)UE distribution: [3] [Clustered] micro TRP
	Company
	Yes/No
	Comments

	Nokia
	Yes
	3 microcells per TRP is a reasonable capacity boost.

	Ericsson
	Yes
	3 micros per TRP is a reasonable number. From a simulation point of view it is tough with 4x more TRPs, but possible. 

	Samsung
	Yes
	Is the text a bit mixed up here ? I.e. we should describe under “ISD” how many micro-TRP’s we have per macro TRP and whether they would be e.g. clustered (one site) or not (3 sites). I.e. this should not be described under “user distribution” ?

We think it could make sense to focus on a clustered approach where 3 micro-TRP’s are deployed in one site, 

	Qualcomm
	Yes 
	Agree with Samsung: duplicated text could be removed from the ISD description; as part of the user distribution, we are ok with “3 Clustered micro TRP (per macro TRP)”

	Straight Path
	Yes
	3 micro TRPs per macro TRP seems reasonable. It’s unrealistic to expect significant increase the number of cell sites beyond what operators have today, both from availability perspective and economics perspective.

	CMCC
	Yes
	3 micro TRPs within the same site per macro TRP could be the baseline. Need to clarify what “clustered” means or replace it by other words.

	Huawei
	No
	For user distribution, we need to consider uniform distribution which is one typical case and could be used to justify consistent user experience (but it seems Samsung has another understanding that “3 clustered micro TRP” is not related to user distribution but Micro deployment?)
For ISD, the number of TRPs could be further considered as noted in ****).  We are fine if consider 4 or 6. In that case, the number of users should be kept the same despite the increased number of micro TRPs per macro TRP.

	AT&T
	Yes
	

	CATT
	No
	About 10 micro TRPs per macro TRP is recommended to meet the area capacity requirement in dense urban area. Especially when micro TRPs work around 4GHz with 200MHz bandwidth only. And uniform UE distribution should be considered as a typical evaluation scenario because it is very important to provide consistent broadband user experience data rate. Suggested text:

10 micro TRPs per macro TRP

UE distribution:  uniform distribution.



	NEC
	Yes
	We think the 3 micro TRPs may be deployed in either one site or 3 different sites. To avoid misunderstanding, it it better to use graph to demonstrate the scenario.

	ZTE
	No
	If considered coverage ability and penetration loss of above 6GHz in 80% indoor users, then abilities of only 3 micro TRPs per macro TRP will meet a huge challenge for indoor UEs.

Moreover, in order to satisfy with area traffic capacity in 7.14 (for example 10 Mbit/s/m2 reference from ITU Vision), then each macro cell will require a higher data rate, so 3 micro TRPs is difficult to meet the requirement.

	KT
	Yes
	3 microcells per TRP seems reasonable for macro ISD=200m

	CATR
	No
	More micro TRPs(e.g. 9 micro TRPs per macro TRP) is recommended to meet the area capacity requirement. TRPs can be sectorial to limit sites number. So suggest: 9 micro TRPs ( i.e. 3 micro sites) per macro TRP.

	MediaTek
	Yes
	3 micro TRPs could be in one site or three sites.

	TeliaSonera
	Yes
	Seems reasonable

	Orange
	yes/no
	3 is a good starting point but we need to add the NGMN note: “this should not preclude evaluation of other values such as 4 or 10” this might be needed to match the capacity target

Since the Micro cells are dropped randomly we need to secure a minimum separation distance of [e.g. 20m?]

	DT
	Yes/No
	We agree to 3 micros per macro sector. 

But for the Hetnet case assuming a clustered distribution with equal number of users for each type of TRP is unrealistic as the number of micros being deployed will not allow micro placement at hotspots. A uniform distribution over the macro sector coverage is preferred. 20 users per macro sector is proposed to increase the likelihood that microcells are reasonably well utilized. We assume “clustered” refers to the user distribution, not the microcell deployment (see Samsung’s comment). The use of different sites for the micros will be necessary to offload the macrocell sufficiently. 

It should be clarified that the 10 users per TRP is applicable to full buffer simulation only. To avoid confusion with the actual user density it might be better to place the statement elsewhere.

	Sony
	Yes
	3 micro TRPs per macro TRP seems a reasonable number. However, the difference seems unclear between “3 micro TRPs” in the description of ISD and “3 clustered TRP” in that of UE distribution. As NEC suggests, using graph will be good. 

	DOCOMO
	Yes
	3 micros per macro TRP is a reasonable number.

	Intel
	Yes
	Agree with 3 clustered micro TRPs per macro TRP.

	LG
	Yes
	3 micro TRPs per macro TRP seems a good baseline for the evaluation. 

	Motorola Mobility, Lenovo
	Yes
	3 micro TRPs per macro TRP seems reasonable starting point; add clarification on meaning of “clustered”, random dropping can also be considered.

	Sharp
	Yes
	3 micros per macro TRP is a reasonable number.

	Kyocera
	Yes
	Agree with 3 clustered micro TRPs per macro TRP,


	Summary (Yes/No)
	Comments Summary

	Yes: 18

No: 4

N/A: 2
	· Majority of companies support:

ISD: Micro layer: 3 micro TRPs per macro TRP
UE distribution: 3 Clustered micro TRP
· Other 4 companies (No) suggested more micro TRPs per macro TRP:

1) e.g., 10 micro TRPs per macro TRP, UE distribution:  uniform distribution.
2) Add a note that “Other values such as 4 or 10 are not precluded”

	Possible Conclusion
	 eq \o\ac(□,5)ISD: Micro layer: 3 clustered micro TRPs per macro TRP
 eq \o\ac(□,5)UE distribution: 3 clustered micro TRP

	Others
	Suggestion to add a figure to illustrate the 2-layer layout and user distribution

UE distribution: 10 users clustered in each micro TRP


 eq \o\ac(□,6)User distribution: [10] users per TRP
	Company
	Yes/No
	Comments

	Nokia
	Yes
	This is according to the IMT-A/LTE-A assumptions and reasonable for eMBB

	Ericsson
	Yes
	

	Samsung
	Yes
	We think 10 users/TRP is a sensible user distribution.

Note that since we have the micro TRP’s only cover part of the macro coverage area. We should not simulate with only uniform distribution over the macro-TRP. I.e. we should ensure that each micro TRP has sufficient users to obtain MU-MIMO gains (if we want to simulate uniform user distribution over macro area, then we should add more micros (i.e. non-hotspot), but that will be cumbersome w.r.t. simulation effort).

	Qualcomm
	Yes 
	Reasonable/typical assumption, at least for eMBB

	Straight Path
	Yes
	Reasonable for eMBB

	CMCC
	Yes
	10 uniform users per macro TRP and 10 users clustered in each micro TRP.

	Huawei
	No
	Note this is for step 1 where there is only macro TRP. In this case there is only 10 users per macro TRP area, which is just a portion of the number of users (40 users per TRP area) assumed in step 2. 
On the other hand, if 32/64-port MIMO is to be studied for macro TRP, there is possibility to support more than 10 (MU) streams. But the current UE number may prevent the study and evaluation of technical proposals on that aspect. (3D MIMO study already assumes 15 UEs per macro TRP.)
Therefore we propose to consider also 20 UEs or even more UEs per macro TRP area. 

	AT&T
	Yes
	10 user per TRP is reasonable

	CATT
	No
	There are some difficulties to meet 100Mbps user experienced data rate (5% cell edge) for 10 active user within 200MHz bandwidth(UL +DL). More than 10X cell edge spectrum efficiency is required related to IMT-A UMi with 10 active user. Suggested Text:

Uniform distribution: 50 users per macro cell area.

	NEC
	Yes
	But we should make it clear if it is 10/TRP/CC or 10/TRP/whole bandwidth. 

	ZTE
	No
	The reason is that 10 users per TRP is challenge for meeting more antenna ports of further studying FD-MIMO and others, such as MUST. Therefore, I suggest increase user to 20 or more per TRP, or keeping the square blanket and let RAN1 to discuses.

	KT
	Yes
	

	MediaTek
	N/A
	keep the square blanket and let RAN1 to discuses

	TeliaSonera
	No(?)
	10 might not be enough to show a “dense” urban scenario. We could have 10 for comparison to LTE-A and ITU, but should also consider a bigger number for future traffic usage. 

NGMN white paper say around 25 per TRP (2.5 per 1000 m2) connection density. Connection density is simultaneous active connections. Active means the devices are exchanging data with the network. 

	Orange
	
	10 might be good for Full buffer evaluations but we need to define the assumptions for non-Full buffer simulations too (25/TRP)

	DT
	Yes
	10 full buffer users is OK for the full buffer simulation of the Step 1 Macro scenario. 

But it should be clarified that the 10 users per TRP is applicable to full buffer simulation only. For non-full buffer it should be sufficient giving an area traffic capacity value.

	Sony
	Yes
	10 users per seem a good starting point for eMBB and full-buffer traffic cases. For other cases, e.g. for mMTC, we should revisit to consider more number of users. 

	DOCOMO
	Yes
	10 uniform users per macro TRP and 10 users clustered in each micro TR

	Intel
	Yes
	Agree using IMT-A/LTE-A assumptions is reasonable for eMBB

	LG
	Yes
	Seems reasonable for eMBB case. 

	Motorola Mobility, Lenovo
	Yes
	Reasonable assumption for eMBB. 

	Sharp
	Yes
	Reasonable for eMBB

	Kyocera
	Yes
	10 users are reasonable for eMBB.


	Summary (Yes/No)
	Comments Summary

	Yes: 17

No: 3

N/A: 3
	· Majority of companies support:

User distribution: 10 users per TRP
· Comments from other 3 companies (No):

· More users/macro TRP (20/25) or uniform user distribution with 50 users/macro cell area

· For full buffer only?. Assumptions for non-full buffer TBC.

	Possible Conclusion
	 eq \o\ac(□,6)User distribution: 10 users per TRP


6.1.3
Rural
The rural deployment scenario focuses on larger and continuous coverage. The key characteristics of this scenario are continuous wide area coverage supporting high speed vehicles. This scenario will be noise-limited and/or interference-limited, using macro TRPs.
Some of its attributes are listed in Table 3.

Table 3. Attributes for rural scenario

	Attributes
	Values or assumptions

	Carrier Frequency*
	Around 700MHz or 

Around 4GHz (for ISD 1)

ISD 1: Below 6 GHz (around 700 MHz or around 4 GHz).
ISD 2: Below 6 GHz (around 700 MHz and around 2 GHz combined)

	Aggregated system bandwidth **
	 eq \o\ac(□,7)700MHz: [20]MHz(DL+UL)

 eq \o\ac(□,8)4GHz: [200]MHz (DL+UL)

	Layout
	Single layer:

- Hex. Grid

	ISD
	ISD 1: 1732m
ISD 2: 5000m

	BS antenna elements
	@700MHz: 

Tx: TBD EMAIL
Rx: TBD EMAIL
@4GHz:

Tx: TBD EMAIL
Rx: TBD EMAIL

	UE antenna elements
	@700MHz:

Tx: TBD EMAIL
Rx: TBD EMAIL
@4GHz: 

Tx: TBD EMAIL
Rx: TBD EMAIL

	User distribution and UE speed
	50% outdoor vehicles (120km/h) and 50% indoor (3km/h), 10 users per TRP

	Service profile
	Note: Whether to use full buffer traffic or non-full-buffer traffic is FFS. For certain KPIs, full buffer traffic is desirable to enable comparison with IMT-Advanced values.


*) The options noted here are for evaluation purpose, and do not mandate the deployment of these options or preclude the study of other spectrum options. 
**) The aggregated system bandwidth is the total bandwidth typically assumed to derive the values for some KPIs such as area traffic capacity and user experienced data rate. It is allowed to simulate a smaller bandwidth than the aggregated system bandwidth and transform the results to a larger bandwidth. The transformation method should then be described, including the modelling of power limitations.
 eq \o\ac(□,7)Aggregated system bandwidth: 700MHz: [20]MHz(DL+UL)
	Company
	Yes/No
	Comments

	Nokia
	Yes
	20 MHz allows for a direct comparison with the LTE-A simulations.

	Ericsson
	Yes
	

	Samsung
	Yes
	

	Qualcomm
	Yes 
	Seems reasonable, for 700MHz

	Straight Path
	Yes
	

	CMCC
	Yes
	Assume 20MHz at present and revisit if more bands can be condidered.

	Huawei
	Yes
	20MHz is ok, and 40MHz is also fine if considering WRC-15 output in some of the regions.

	AT&T
	Yes
	We believe larger ISD needs to be studied. For the rural deployment we need to overcome some of the max cell radii limitation that we have from LTE and enable much larger rural cell radius for the low frequency

	CATT
	Yes
	Assuming that 20 MHz is only target for the 5Km coverage, but not for 100 Mbps user experienced data rate.

	NEC
	Yes
	20 MHz is enough.

	ZTE
	Yes
	

	KT
	Yes
	Reasonable for 700MHz. Will be able to give good comparison to LTE-A deployed at sub 1GHz spectrum

	CATR
	Yes
	20MHz bandwidth could be the baseline.

	MediaTek
	Yes
	

	TeliaSonera
	Yes
	We like to get info on how to scale the result with the bandwidth.

	Orange
	NO
	We are talking about aggregated BW. We propose to consider 60Mhz assuming for spectrum aggregated over different bands close to 700MHz (e.g.700, 800, 900)

For ISD2: we propose to take an aggregated BW of 100MHz accounting for 60Mhz around 800MHz + 40Mhz around 2Ghz bands

	DT
	No
	Agree with Orange that to meet the challenging area traffic capacity requirement a higher bandwidth is anticipated to be necessary and so carrier aggregation of  the low frequency bands should be assumed.  60 MHz (2x30) is a reasonable bandwidth  in bands 700-900 MHz. An extra 40 MHz (2x20Mhz) of spectrum at around 2 GHz can be assumed.  

We also propose 700 MHz is changed to around 800 MHz to reflect a mid point in the low frequency bands. 

It seems worthwhile also to indicate that bands below 3 GHz are typically paired.   

	Sony
	Yes
	20MHz seems reasonable.

	DOCOMO
	Yes
	

	Intel
	Yes
	Seems reasonable for 700MHz

	LG
	Yes
	

	Motorola Mobility, Lenovo
	Yes
	20MHz seems reasonable for 700MHz

	Sharp
	Yes
	20MHz is reasonable.

	Kyocera
	Yes
	


	Summary (Yes/No)
	Comments Summary

	Yes: 22

No: 2
	· Majority of companies support:

Aggregated system bandwidth: 700MHz: 20MHz(DL+UL)
· Add “Up to”
· Comments from other 2 companies (No):

1) Extend maximum bandwidth is suggested: e.g., Up to 60MHz @ 700MHz + 40MHz @ 2GHz

2) Consider 800MHz instead of 700MHz

Add “Up to”, Add “Around” to keep consistency

	Possible Conclusion
	 eq \o\ac(□,7)Aggregated system bandwidth: Around 700MHz: Up to 20 MHz (DL+UL)


 eq \o\ac(□,8)Aggregated system bandwidth: 4GHz: [200]MHz (DL+UL)
	Company
	Yes/No
	Comments

	Nokia
	Yes
	Up to 200 MHz BW support is reasonable at sub-6GHz frequencies, recalling that LTE-A already got to 100 MHz, and now is working to support 32 component carriers.

	Ericsson
	Yes
	

	Samsung
	Yes
	

	Qualcomm
	Yes 
	Same as above [4]

	Straight Path
	Yes
	

	CMCC
	Yes
	Same as above [4]

	Huawei
	Yes
	

	AT&T
	Yes
	We believe larger ISD needs to be studied. For the rural deployment we need to overcome some of the max cell radii limitation that we have from LTE and enable much larger rural cell radius for the low frequency

	CATT
	Yes
	Align with other scenarios.

	NEC
	Yes
	

	ZTE
	Yes
	

	KT
	Yes
	Same as  eq \o\ac(□,4)

	CATR
	Yes
	

	MediaTek
	Yes
	

	TeliaSonera
	Yes
	Note that it does not say “up to”. We like to get info on how to scale the result with the bandwidth.

	Orange
	Yes
	

	DT
	Yes
	

	Sony
	Yes
	200MHz seems reasonable.

	DOCOMO
	Yes
	

	Intel
	Yes
	

	LG
	Yes
	

	Motorola Mobility, Lenovo
	Yes
	

	Sharp
	Yes
	200MHz is reasonable.

	Kyocera
	Yes
	


	Summary (Yes/No)
	Comments Summary

	Yes: 24
	· Majority of companies support:

Aggregated system bandwidth: 4GHz: 200 MHz (DL+UL)
Add “Up to”, Add “Around” to keep consistency

	Possible Conclusion
	 eq \o\ac(□,8) Aggregated system bandwidth: Around 4GHz: Up to 200MHz (DL+UL)


6.1.4
Urban macro
The urban macro deployment scenario focuses on large cells and continuous coverage. The key characteristics of this scenario are continuous and ubiquitous coverage in urban areas. This scenario will be interference-limited, using macro TRPs (i.e. radio access points above rooftop level).
Some of its attributes are listed in Table 4.

Table 4. Attributes for urban macro (optional)

	Attributes
	Values or assumptions

	Carrier Frequency*
	- Below 6 GHz (around 2 GHz or around 4 GHz)
- Above 6 GHz (around 30 GHz)
- Below 6 GHz (around 2 GHz or around 4 GHz) and above 6 GHz (around 30 GHz) combined

	Aggregated system bandwidth **
	 eq \o\ac(□,9)[200]MHz (DL+UL)

	Layout
	Single layer:

- Hex. Grid

	ISD
	500m

	BS antenna elements
	Tx: TBD EMAIL
Rx: TBD EMAIL

	UE antenna elements
	Tx: TBD EMAIL
Rx: TBD EMAIL

	User distribution and UE speed
	Outdoor in cars: 30km/h,

Indoor in houses: 3km/h

10 users per TRP

	Service profile
	Note: Whether to use full buffer traffic or non-full-buffer traffic is FFS. For certain KPIs, full buffer traffic is desirable to enable comparison with IMT-Advanced values.


*) The options noted here are for evaluation purpose, and do not mandate the deployment of these options or preclude the study of other spectrum options. A range of bands from 24 GHz – 40 GHz identified for WRC-19 are currently being considered and around 30 GHz is chosen as a proxy for this range.  
**) The aggregated system bandwidth is the total bandwidth typically assumed to derive the values for some KPIs such as area traffic capacity and user experienced data rate. It is allowed to simulate a smaller bandwidth than the aggregated system bandwidth and transform the results to a larger bandwidth. The transformation method should then be described, including the modelling of power limitations.
 [Editor's notes: Urban macro is a deployment scenario in between dense urban and rural. Dense urban scenario has smaller ISD than urban macro and has more challenging capacity requirement. Rural scenario has larger ISD and more challenging coverage requirement than urban macro. 30 So urban macro is regarded as an optional deployment scenario. ]
30 Urban macro is regarded as an optional deployment scenario
	Company
	Yes/No
	Comments

	Nokia
	Yes
	

	Ericsson
	Yes
	

	Samsung
	Yes
	

	Qualcomm
	Yes 
	Seems a less relevant scenario so far, at least for eMBB, so we are fine to leave it optional (or lower priority), meaning we can use it if/as deemed necessary (for eMBB and/or non eMBB)

	Straight Path
	No
	This is the most valuable deployment scenarios for eMBB (Dense urban and Indoor compete with low-cost Wi-Fi, while Rural covers less population). The “optional” designation should be removed. Urban Macro should receive the same priority as Dense Urban and Rural, if not higher.

	CMCC
	No
	Urban macro is regarded as an optional deployment scenario now. “Optional” could be removed if the simulation overload is acceptable. 

	Huawei
	No
	It is fine for us to remove “optional”. 
(Additional comments: if massive MIMO is to be studied for macro TRP, consider >10 UEs per macro TRP, as the same rationale for dense urban, say 20 or more).

	AT&T
	No
	With a ISD of 500m high frequency (around 30GHz) are a likely candidate for this scenario as well and this should be considered with the same priority as dense urban and rural. 

	CATT
	No
	Urban macro is a very important scenario for 5G. Remove ”Optional” is suggested.

	NEC
	Yes
	As this scenario is between dense urban and rural. We can study it if its importance is identified.

	ZTE
	No
	I think, in the new radio access system(s), the Urban Macro still be a typical scenario; so “Optional” could be removed. 

	KT
	Yes
	Indoor and Urban Micro should have higher priority compared to Urban macro

	CATR
	No
	Urban macro is very important scenario. So suggest remove “optional”

	Vodafone
	No
	Urban macro is very important scenario. So suggest remove “optional”

	TeliaSonera
	No
	It should not be regarded as optional. Possibly lower priority, but we think it should be used. 

	Orange
	No
	Very important and maybe most typical scenario to be evaluated. propose to remove optional

	DT
	No
	This is an key deployment scenario, both from a practical perspective considering the refarming of bands around 2 GHz and as a reference case for comparison to previous evaluations.  

DT would also prefer that the user distribution for this scenario is 80%/20% indoor/outdoor pedestrians to align to previous evaluations and real life usage. The suitability of the technology in urban environment at vehicular (30 km/h) speeds might be considered in link level simulations. 

	Sony
	Yes
	

	DOCOMO
	Yes
	We see this scenario of lower priority for eMBB compared to other scenarios. The dense urban scenario has two layers and evaluations will be conducted with one layer and two layers and with lower and higher frequency bands, thus includes multiple sub deployment scenarios. Also note that for the rural scenario, we have two sub deployment scenarios with different ISDs. Moreover, we see the challenges of this scenario being covered by dense urban and rural scenarios. This is noted optional so that interested proponents can still evaluate.

	Intel
	No
	This scenario should be studied but ways to reduce simulation efforts should be considered.

	LG
	Yes
	We consider that this scenario can have a lower priority for evaluations for eMBB scenarios. 

	Motorola Mobility, Lenovo
	No
	Important deployment scenario

	Sharp
	Yes
	

	Mitsubishi Electric
	Yes
	

	KDDI
	Yes
	


	Summary (Yes/No)
	Comments Summary

	Yes: 12

No: 13
	Remove or keep optional needs further discussion.

The meaning of optional needs further clarification.

	Possible Conclusion
	30 To be further discussed.


 eq \o\ac(□,9)Aggregated system bandwidth: [200]MHz (DL+UL)
	Company
	Yes/No
	Comments

	Nokia
	Yes
	Up to 200 MHz BW support is reasonable at sub-6GHz frequencies, recalling that LTE-A already got to 100 MHz, and now is working to support 32 component carriers.

	Ericsson
	Yes
	

	Samsung 
	Yes
	

	Qualcomm
	Yes 
	OK for sub-6GHz (see above). 

May be increased for 30GHz (is such option is pursued further – we are not so convinced about it)

	Straight Path
	Yes/No
	OK for sub-6 GHz

Should be increased to 800 MHz for Around 30 GHz

	CMCC
	Yes
	200MHz BW for below 6GHz, e.g., 4GHz.

Narrower BW for 2GHz.

1GHz BW for 30GHz.



	Huawei
	Yes
	

	AT&T
	
	1GHz bandwidth for 30GHz

200MHz bandwidth for 4GHz

20GHz bandwidth for 2GHz

	CATT
	Yes
	For below 6GHz, 200MHz BW is ok. 

But we do not suggest above 6GHz in UMA scenario to be evaluated. System on mmWave cannot provide sufficient coverage for 500m ISD, especially for indoor and NLOS users. Seldom measurement result supports 500m distance with NLOS in RAN1 channel modeling cause the signaling power is already out of the measurement accuracy range.  

	NEC 
	Yes 
	Same view as Qualcomm’s

	ZTE
	Yes
	

	KT
	Yes
	

	CATR
	Yes
	200Hz bandwidth for around 4GHz. Narrower bandwidth for around 2GHz.
For possibility of above 6GHz in UMA scenario, we could revisit it after related above 6Ghz channel model research is completed.

	MediaTek
	Yes
	Same view as CMCC.

	TeliaSonera
	No
	The scenario should specify different bandwidth for different for each chunk of spectrum. Up to 200 MHz is ok for around 4GHz. It should be higher for above 6 GHz and it should be lower for around 2GHz. 

Note that it does not say “up to”. We like to get info on how to scale the result with the bandwidth.

	Orange
	Yes
	“up” to 200MHz

	DT
	No
	DT supports an evaluation at around 2GHz. Finding 200 MHz of spectrum in bands around 2 GHz (1.8, 2 and 2.6 GHz) is considered challenging, so 160 MHz (2x80 MHz) is considered a more reasonable aggregated bandwidth.  

It seems worthwhile to indicate that these bands are typically paired.   

	Sony
	Yes
	

	DOCOMO
	Yes
	Up to 200 MHz BW support is reasonable at sub-6GHz frequencies
Many options for frequency bands. We need to narrowdown.

	Intel
	Yes
	200MHz is OK for sub-6GHz 

	LG
	Yes
	

	Motorola Mobility, Lenovo
	Yes
	Up to 200MHz at sub-6GHz.

	Sharp
	Yes
	

	Kyocera
	Yes
	


	Summary (Yes/No)
	Comments Summary

	Yes: 20

No: 2

N/A: 1
	· Majority of companies support:

Aggregated system bandwidth: 200MHz (DL+UL)
· Comments from other 2 companies (No):

· 2x80MHz is considered more reasonable aggregated bandwidth

· Need to specify different bandwidth for different chunk of spectrum

	Possible Conclusion
	 eq \o\ac(□,9)Aggregated system bandwidth: Up to 200 MHz (DL+UL)


6.1.5
High speed
[NOTE: Scenario to be further developed, as discussion is ongoing on link-level vs. system level evaluation]
7
Key performance indicators
In ITU-R Recommendation M.2083, 8 key capabilities are identified, at high level, for IMT-2020 [3].
7.1
Peak data rate
Peak data rate is the highest theoretical data rate which is the received data bits assuming error-free conditions assignable to a single mobile station, when all assignable radio resources for the corresponding link direction are utilised (i.e., excluding radio resources that are used for physical layer synchronisation, reference signals or pilots, guard bands and guard times).
The target for peak data rate should be  eq \o\ac(□,10)[20Gbps] for downlink and eq \o\ac(□,11) [10Gbps] for uplink.
 eq \o\ac(□,10) Target peak data rate (downlink): [20Gbps]
	Company
	Yes/No
	Comments

	Nokia
	Yes
	Alignment with ITU-R Recommendation M.2083 for DL.

	Ericsson
	Yes
	

	Samsung 
	Yes
	

	Qualcomm
	Yes 
	

	Straight Path
	Yes
	

	CMCC
	Yes
	

	Huawei
	Yes
	

	AT&T
	Yes
	

	CATT
	Yes
	ITU-R Recommendation.

	NEC
	Yes
	

	ZTE
	Yes
	

	KT
	Yes
	Aligned with ITU-R vision document. Also please refer to KT’s contribution RPa160014

	CATR
	Yes
	

	MediaTek
	Yes
	

	TIM
	NO
	Different KPIs values should be defined in a table as a function of  usage scenario (eMBB, mMTC, URLLC) and deployment scenario. A single value is misleading and not in line with ITU-R 

The specific value could be acceptable for eMBB/indoor deployment

	TeliaSonera
	No
	It should be no number if we have no number for user experience data rate. 3GPP is not in control of operator’s spectrum.

If we have a value it should be peak spectrum efficiency times 1GHz. We do not understand why 20 Gbps; 30 bps/Hz times 1 GHz becomes 30 Gbps?

	DT
	No 
	Agree to TeliaSonera’s comment that the relationship with peak spectrum efficiency should be explained and an associated bandwidth given. Here, consideration might also be given to bandwidths of  >1 GHz in unlicensed frequency bands. 



	Sony
	Yes
	

	DOCOMO
	Yes
	

	Intel
	Yes
	OK to align with ITU-R recommendation.

	LG
	Yes
	

	Motorola Mobility, Lenovo
	Yes
	

	Sharp
	Yes
	

	Kyocera
	Yes
	


	Summary (Yes/No)
	Comments Summary

	Yes: 21

No: 3
	· Majority of companies support:

Target peak data rate (downlink): 20Gbps
· Comments from other 3 companies (No):

· One KPI value per usage scenario

· Need to explain about the relationship with peak spectrum efficiency

· Set different values for different bandwidths

	Possible Conclusion
	 eq \o\ac(□,10)Target peak data rate (downlink): 20Gbps


 eq \o\ac(□,11) Target peak data rate (uplink): [10Gbps]
	Company
	Yes/No
	Comments

	Nokia
	Yes
	10 Gbps UL is a reasonable simplification to 20 Gbps DL for otherwise comparable UL and DL links.

	Ericsson
	Yes
	


	Samsung 
	Yes
	

	Qualcomm
	Yes 
	

	Straight Path
	Yes
	

	CMCC
	Yes
	

	Huawei
	Yes
	

	AT&T 
	Yes
	

	CATT
	Yes
	Be careful that the UE antenna number is a related assumption.

	NEC
	Yes
	

	ZTE
	Yes
	

	KT
	Yes
	

	CATR
	Yes
	

	MediaTek
	Yes
	

	TIM
	NO
	Different KPIs values should be defined in a table as a function of  usage scenario (eMBB, mMTC, URLLC) and deployment scenario. A single value is misleading and not in line with ITU-R 

The specific value could be acceptable for eMBB/indoor deployment

	TeliaSonera
	No
	It should be no number if we have no number for user throughput. Besides 15 bps/Hz times 1 GHz becomes 15 Gbps, so why a lower number?

	DT
	No
	Agree to TeliaSonera’s comment that the relationship with peak spectrum efficiency should be explained and an associated bandwidth given. Here, consideration might also be given to bandwidths of  >1 GHz in unlicensed frequency bands. 

	Sony
	Yes
	

	DOCOMO
	Yes
	

	Intel
	Yes
	

	LG
	Yes
	

	Motorola Mobility, Lenovo
	Yes
	

	Sharp
	Yes
	

	Kyocera
	Yes
	


	Summary (Yes/No)
	Comments Summary

	Yes: 21

No: 3
	· Majority of companies support:

Target peak data rate (uplink): 10Gbps
· Comments from other 3 companies (No):

· One KPI value per usage scenario

· No need for number for user throughput

· Need to explain about the relationship with peak spectrum efficiency

· Set different values for different bandwidths

	Possible Conclusion
	 eq \o\ac(□,11)Target peak data rate (uplink): 10Gbps


7.2
Peak Spectral efficiency 
Peak spectral efficiency is the highest theoretical data rate (normalised by bandwidth), which is the received data bits assuming error-free conditions assignable to a single mobile station, when all assignable radio resources for the corresponding link direction are utilised (i.e., excluding radio resources that are used for physical layer synchronisation, reference signals or pilots, guard bands and guard times).
The target for peak spectral efficiency should be  eq \o\ac(□,12)[30bps/Hz] for downlink and  eq \o\ac(□,13)[15bps/Hz] for uplink.

Higher frequency bands could have higher bandwidth but lower spectral efficiency and lower frequency bands could have lower bandwidth but higher spectral efficiency. Thus, peak data rate cannot be directly derived from peak spectral efficiency and bandwidth multiplication.
 eq \o\ac(□,12) Target peak spectral efficiency (downlink): [30bps/Hz]
	Company
	Yes/No
	Comments

	Nokia
	Yes
	LTE with 8x8 MIMO and 64QAM gives ~30 bits/s/Hz, and as peak SE is fairly far away from what is practically achievable, pushing peak SE higher than that does not seem necessary.

	Ericsson
	Yes
	

	Samsung 
	Yes
	

	Qualcomm
	Yes 
	

	Straight Path
	Yes
	

	CMCC
	Yes
	

	Huawei
	Yes
	

	AT&T
	Yes
	

	CATT
	Yes
	Reasonable for below 6GHz,  But it seems to be difficult for mmWave from UE perspective.

	NEC
	Yes
	

	ZTE
	Yes
	

	KT
	No
	KT believes that defining peak spectral efficiency is not necessary in RAN

	CATR
	Yes
	

	MediaTek
	Yes
	

	TIM
	NO
	Different KPIs values should be defined in a table as a function of  usage scenario (eMBB, mMTC, URLLC) and deployment scenario. A single value is misleading and not in line with ITU-R 

The specific value could be acceptable for eMBB/indoor deployment

	TeliaSonera
	Yes
	

	DT
	Yes
	

	Sony
	Yes
	

	DOCOMO
	Yes
	

	Intel
	Yes
	

	LG
	Yes
	

	Motorola Mobility, Lenovo
	Yes
	

	Sharp
	Yes
	

	Kyocera
	Yes
	


	Summary (Yes/No)
	Comments Summary

	Yes: 22

No: 2
	· Majority of companies support:

Target peak spectral efficiency (downlink): 30bps/Hz
· Comments from other 2 companies (No):

· One KPI value per usage scenario. Clarify usage scenario and deployment scenario.

· No need to define in RAN

	Possible Conclusion
	 eq \o\ac(□,12) Target peak spectral efficiency (downlink): 30bps/Hz


 eq \o\ac(□,13) Target peak spectral efficiency (uplink): [15bps/Hz]
	Company
	Yes/No
	Comments

	Nokia
	Yes
	Corresponding to the peak UL data rate target of half of the peak DL data rate target, leads to the same UL/DL radio in peak SE.

	Ericsson
	Yes
	

	Samsung 
	Yes
	

	Qualcomm
	Yes 
	

	Straight Path
	Yes
	

	CMCC
	Yes
	

	Huawei
	Yes
	

	AT&T
	Yes
	

	CATT
	Yes
	Reasonable for below 6GHz, but it seems to be difficult for mmWave from UE perspective.

	NEC
	Yes
	

	ZTE
	Yes
	

	KT
	No
	KT believes that defining peak spectral efficiency is not necessary in RAN

	CATR
	Yes
	

	MediaTek
	Yes
	

	TIM
	NO
	Different KPIs values should be defined in a table as a function of  usage scenario (eMBB, mMTC, URLLC) and deployment scenario. A single value is misleading and not in line with ITU-R 

The specific value could be acceptable for eMBB/indoor deployment

	TeliaSonera
	Yes
	

	DT
	Yes
	

	Sony
	Yes
	

	DOCOMO
	Yes
	

	Intel
	Yes
	

	LG
	Yes
	

	Motorola Mobility, Lenovo
	Yes
	

	Sharp
	Yes
	

	Kyocera
	Yes
	


	Summary (Yes/No)
	Comments Summary

	Yes: 22

No: 2
	· Majority of companies support:

Target peak spectral efficiency (uplink): 15bps/Hz
Comments from other 2 companies (No):

· One KPI value per usage scenario. Clarify usage scenario and deployment scenario.

· No need to define in RAN

	Possible Conclusion
	 eq \o\ac(□,13) Target peak spectral efficiency (uplink): 15bps/Hz


7.3
Bandwidth
Bandwidth means the maximal aggregated total system bandwidth. It may be supported by single or multiple RF carriers.
Quantitative KPI
[Editor’s note: This is an ITU-R requirement from IMT-Advanced. It may not be up to 3GPP to set a value for this requirement.]
7.4
Control plane latency
Control plane latency refers to the time to move from a battery efficient state (e.g., IDLE) to start of continuous data transfer (e.g., ACTIVE).

The target for control plane latency should be  eq \o\ac(□,14)[10ms].

[Editor’s notes: Detailed definition to be discussed.]  
 eq \o\ac(□,14) Control plane latency : [10ms]
	Company
	Yes/No
	Comments

	Nokia
	Yes
	Significant improvement over LTE sought for.

	Ericsson
	Yes
	

	Samsung 
	Yes
	

	Qualcomm
	Yes 
	

	Straight Path
	Yes
	

	CMCC
	Yes
	1/5 of the CP latency of LTE-advanced. Good starting point.

	Huawei
	Yes
	

	AT&T
	Yes
	

	CATT
	Yes
	None.

	NEC
	Yes
	

	ZTE
	Yes
	

	KT
	Yes
	10ms for control plane and 1ms for user plane

	MediaTek
	Yes
	

	TIM
	NO
	Different KPIs values should be defined in a table as a function of  usage scenario (eMBB, mMTC, URLLC) and deployment scenario. A single value is misleading and not in line with ITU-R 

	TeliaSonera
	Yes
	We assume it means less than 10 ms. The latency should be as low as possible. NGMN white paper say < 10 ms.

	Orange
	Yes
	

	DT
	Yes
	Also acceptable to relax to 20ms as Qualcomm recently proposed

	Sony
	Yes
	

	DOCOMO
	Yes
	Challenging target but it is desirable to relax to 20ms

	Intel
	Yes
	OK to also consider 20ms.

	LG
	Yes
	We are open to consider 20msec as well.

	Motorola Mobility, Lenovo
	Yes
	

	Sharp
	Yes
	

	Kyocera
	Yes
	


	Summary (Yes/No)
	Comments Summary

	Yes: 23

No: 1
	· Majority of companies support:

Control plane latency : 10ms
· Some companies suggest to relax to 20ms 
· Comments from 1 company (No):

· One KPI value per usage scenario

	Possible Conclusion
	 eq \o\ac(□,14)Control plane latency : 10ms


7.5
User plane latency
The time it takes to successfully deliver an application layer packet/message from the radio protocol layer 2/3 SDU ingress point to the radio protocol layer 2/3 SDU egress point via the radio interface in both uplink and downlink directions, where neither device nor Base Station reception is restricted by DRX.
The target for user plane latency should be  eq \o\ac(□,15)[1ms] for UL, and  eq \o\ac(□,16)[1ms] for DL.

[Editor’s notes: Detailed definition to be discussed.]
 eq \o\ac(□,15)User plane latency (uplink): [1ms]
	Company
	Yes/No
	Comments

	Nokia
	Yes
	Aligned with the ITU-R Recommendation M.2083

	Ericsson
	Yes
	

	Samsung 
	Yes
	We assume this type of target will require a sub-ms TTI

	Qualcomm
	Yes 
	

	Straight Path
	Yes
	We expect TTI to be around 100 us

	CMCC
	Yes
	To be in line with ITU-R.

	Huawei
	Yes
	

	AT&T
	Yes
	It should be clarified that this is under non congested condition. We should higher latency in a congested state. Do we need to specify under what load condition we should expect this UP latency.

	CATT
	Yes
	ITU Recommendation.

	NEC
	Yes
	

	ZTE
	Yes
	

	KT
	Yes
	10ms for control plane and 1ms for user plane

	MediaTek
	N/A
	Clarification is needed, e.g., applied for eMBB or URLCC or both cases? Additionally, it looks not aligned with ITU-T recommendation.

	TIM
	NO
	Different KPIs values should be defined in a table as a function of  usage scenario (eMBB, mMTC, URLLC) and deployment scenario. A single value is misleading and not in line with ITU-R 

	TeliaSonera
	No
	NGMN white paper requirement of 1 ms roundtrip time should be fulfilled. Which implies 0.5 ms delay for utra low latency communication for service to customers. 

In addition we want to use 5G technology for fronthauling which implies 0.25 ms delay according to NGMN paper on CRAN for LTE (at 1 ms roundtrip time LTE UL bit rate is reduced 50%). The feasibility for 0.25 ms should be studied but does not need to be stated as a requirement.  For general eMBB 4 ms should be supported. 

	Orange
	No
	1ms User plane latency could be ok for the general case but for some extreme use cases with 1ms round trip latency we need to evaluate 0.250ms user plane latency figure (to achieve 1ms two ways RT latency assuming g some fronthaul delay)

	DT
	No
	The definition needs clarification prior to setting the value. The definition should assume all procedural delays with sending packets when resources are not pre-allocated. Additional averaged delays arising from HARQ retransmissions should also be considered. Furthermore to allow for architectures where  some baseband resources are separated from the RF units by a fronthauling interface, then a 250 microsecond one way transport delay should be assumed between these locations. 

Given such constraints, 1 ms seems quite a challenging target, especially if it is necessary to request resource and receive a grant before sending UL traffic. Reduced latency is very desirable for some services but it should not compromise efficiency or coverage for other services that do not benefit. 

It is therefore proposed to follow the NGMN white paper and differentiate between the general case where low latency is beneficial but must be traded off with efficiency (round trip of 10 ms), and special cases where latency needs to minimized for delay critical services (round trip of 1ms). For the general case it is proposed to require a delay of less or equal to 4ms, assuming this to be an average value for uplink and downlink (i.e. 6 ms UL and 2 ms DL would just meet the requirement). For the special case a delay of 0.5 ms is proposed, but in this case it can be assumed that resources are preallocated and not HARQ retransmission is necessary. Furthermore the feasibility 0.25ms should be studied to enable the use of NG access for fronthauling.

	Sony
	Yes
	It seems a good starting point for URLLC. 

	DOCOMO
	Yes
	

	Intel
	Yes
	1ms as target starting point but can also consider more stringent requirement (0.5ms) or more relaxed requirement (4ms) for ultra low latency and eMBB services respectively.  

	LG
	Yes
	It seems a good starting point.  

	Motorola Mobility, Lenovo
	Yes
	

	Sharp
	Yes
	

	LG
	Yes
	It seems a good starting point.  


	Summary (Yes/No)
	Comments Summary

	Yes: 19

No: 4

N/A: 1
	· Majority of companies support:

User plane latency (uplink): 1ms
· Comments from other 4 companies (No):

· One KPI value per usage scenario

· Definition needs further clarification, including for eMBB/URLLC

· Have different values including extreme ones (250us)

	Possible Conclusion
	 eq \o\ac(□,15)User plane latency (uplink): 1ms


 eq \o\ac(□,16)User plane latency (downlink): [1ms]
	Company
	Yes/No
	Comments

	Nokia
	Yes
	Aligned with the ITU-R Recommendation M.2083

	Ericsson
	Yes
	

	Samsung 
	Yes
	We assume this type of target will require a sub-ms TTI

	Qualcomm
	Yes 
	

	Straight Path
	Yes
	We expect TTI to be around 100 us

	CMCC
	Yes
	To be in line with ITU-R.

	Huawei
	Yes
	

	AT&T
	Yes
	It should be clarified that this is under non congested condition. We should higher latency in a congested state. Do we need to specify under what load condition we should expect this UP latency.

	CATT
	Yes
	ITU Recommendation

	NEC
	Yes
	

	ZTE
	Yes
	

	KT
	Yes
	

	Vodafone
	
	The value here probably needs more discussion as to whether 1ms is enough, considering that NGMN requested 1ms e2e. Expecting more contribution on this in March.

	MediaTek
	N/A
	Clarification is needed, e.g., applied for eMBB or URLCC or both cases? Additionally, it looks not aligned with ITU-T recommendation.

	TIM
	NO
	Different KPIs values should be defined in a table as a function of  usage scenario (eMBB, mMTC, URLLC) and deployment scenario. A single value is misleading and not in line with ITU-R 

NGMN expects 1 ms e2e. This value should be defined for URLLC. Different (less stringent) values are required for mMTC and also eMBB

	TeliaSonera
	No
	NGMN white paper requirement of 1 ms roundtrip time should be fulfilled. Which implies 0.5 ms delay for utra low latency communication for service to customers. 

In addition we want to use 5G technology for fronthauling which implies 0.25 ms delay according to NGMN paper on CRAN for LTE (at 1 ms roundtrip time LTE UL bit rate is reduced 50%). The feasibility for 0.25 ms should be studied but does not need to be stated as a requirement.  For general eMBB 4 ms should be supported. 

	Orange
	No
	1ms User plane latency could be ok for the general case but for some extreme use cases with 1ms round trip latency we need to evaluate 0.250ms user plane latency figure (to achieve 1ms two ways RT latency assuming g some fronthaul delay)

	DT
	No
	See DT comment for UL value.

	Sony
	Yes
	It seems a good starting point for URLLC. 

	DOCOMO
	Yes
	

	Intel
	Yes
	1ms as target starting point but can also consider more stringent requirement (0.5ms) or more relaxed requirement (4ms) for ultra low latency and eMBB services respectively.  

	LG
	Yes
	It seems a good starting point.  

	Motorola Mobility, Lenovo
	Yes
	Up to 1ms. DL latency would  be smaller than scheduled UL latency

	Sharp
	Yes
	


	Summary (Yes/No)
	Comments Summary

	Yes: 18

No: 4

N/A: 2
	· Majority of companies support:

User plane latency (downlink): 1ms
· Comments from other 4 companies (No):

· One KPI value per usage scenario. Different values for eMBB/URLLC

· Definition needs further clarification, including for eMBB/URLLC

· Have different values including extreme ones (250us)

	Possible Conclusion
	 eq \o\ac(□,16)User plane latency (downlink): 1ms


7.6
Latency for infrequent small packets
For infrequent application layer small packet/message transfer, the time it takes to successfully deliver an application layer packet/message from the radio protocol layer 2/3 SDU ingress point at the mobile device to the radio protocol layer 2/3 SDU egress point in the RAN, when the mobile device starts from its most “battery efficient” state .  
 [Editor’s notes: Detailed definition to be discussed.]
7.7
Mobility interruption time
Mobility interruption time means the shortest time duration supported by the system during which a user terminal cannot exchange user plane packets with any base station during transitions. 

The target for mobility interruption time should be  eq \o\ac(□,17) [0ms]. 
 eq \o\ac(□,17) Mobility interruption time: [0ms]
	Company
	Yes/No
	Comments

	Nokia
	Yes
	Already achievable in UMTS and LTE

	Ericsson
	Yes
	

	Samsung
	Yes
	Note that this number indicates what is achievable in the best case. We assume this will at least be achievable with “beam level mobility” (compare to COMP scenario 4).

	Qualcomm
	Yes 
	

	Straight Path
	Yes
	

	CMCC
	Yes
	

	Huawei
	Yes
	

	AT&T
	Yes
	

	CATT
	Yes
	0ms is achievable but not all the case. It is proposed to define the value cases by case in later stage. For example:

With dual connections: 0ms

With ideal backhauling: 0ms

Intra band: 5ms

Inter band: 10ms

	NEC
	Yes
	

	ZTE
	Yes
	

	KT
	Yes
	

	MediaTek
	
	Clarification is needed. Is it assumed for the dual connectivity or stand alone case?

	TIM
	NO
	Different KPIs values should be defined in a table as a function of  usage scenario (eMBB, mMTC, URLLC) and deployment scenario. A single value is misleading and not in line with ITU-R 

	TeliaSonera
	Yes
	

	Orange 
	Yes
	

	DT
	Yes
	

	Sony
	Yes
	

	DOCOMO
	Yes
	

	Intel
	Yes
	Agree with Samsung on what is achievable in best case.

	LG
	Yes
	

	Motorola Mobility, Lenovo
	Yes
	

	Sharp
	Yes
	


	Summary (Yes/No)
	Comments Summary

	Yes: 20

No: 1

N/A: 1
	· Majority of companies support:

Mobility interruption time: 0ms
· Comments from other 2 companies (1 No):

· One KPI value per usage scenario

· Need to clarify whether this is for DC or stand-alone case

	Possible Conclusion
	 eq \o\ac(□,17)Mobility interruption time: 0ms


7.8
Inter-system mobility
Inter-system mobility refers to the ability to support mobility between the IMT-2020 system and at least one IMT system.
[Editor’s notes: Further study is needed to clarify what is IMT system and maybe to limit it to LTE or LTE evolution. Whether to support voice interoperability is to be clarified.]
7.9
Reliability
Reliability can be evaluated by the success probability of transmitting eq \o\ac(□,18) [X] bytes within  [1 ms], which is the time it takes to deliver a small data packet from the radio protocol layer 2/3 SDU ingress point to the radio protocol layer 2/3 SDU egress point of the radio interface, at a certain channel quality (e.g., coverage-edge). 
The target for reliability should be   eq \o\ac(□,19) [1-10-5] within  [1ms].
[Editor’s notes: The relevant use cases (V2V, V2I, or any others), deployment scenarios and the traffic model should be clarified.]
 eq \o\ac(□,18) success probability of transmitting [X] bytes within [1ms]
	Company
	Yes/No
	Comments

	Nokia
	Yes
	One packet missing 1 ms latency target for every 100 000 packets is a very demanding target, but can be achieved with reasonable assumptions.

	Ericsson
	Yes
	This is a good starting point. If the identification and development of URLLC use cases finds that the there is an important use case with more stringent requirements, we can revisit the figures.

	Samsung
	Yes
	We assume 1ms is a good/challenging delay target in combination with reliability and message size. Although typical sizes may only be a few hundred bytes, should we here target e.g. 1200B max size often mentioned in 22.885 ? We should realize that the higher we choose this number, the more difficult it will be to achieve this KPI.  

	Qualcomm
	Yes 
	OK as general assumption. Can be revisisted/tuned for specific use cases

	Straight Path
	Yes
	OK. 1200 Byte in 1ms ~= 10 Mbps throughput (excluding overhead).

	CMCC
	Yes
	1ms is a good starting point. [X]bytes is use case dependent, we can assume V2X-like case by now.

	Huawei
	Yes
	Note that there might be various use cases for URLLC. We may need to consider a typical and challenging one. Currently we see auto-driving as one of the typical use cases, and employ METIS parameter here, i.e., 1600 byte in 1ms.

	AT&T
	Yes
	The size of the packet i.e. “small packet” depends on the system bandwidth which can be anywhere from few MHz to 1GHz. This could be related to the lowest MCS level which seems to be the assumption here since the UE is assumed to be in the edge of coverage.  

	CATT
	Yes
	Besides channel quality, system load is very important assumption when we consider system level evaluation. Suggestion:

Reliability can be evaluated by the success probability of transmitting [X] bytes within  [1 ms], which is the time it takes to deliver a small data packet from the radio protocol layer 2/3 SDU ingress point to the radio protocol layer 2/3 SDU egress point of the radio interface, at a certain channel quality(e.g., coverage-edge) and given system load and traffic model.

	NEC
	Yes
	OK with this metric. X should be decided by the application requirement.

	ZTE
	Yes
	OK as general assumptions in URLLC. The [X]bytes will mapping a typical use case, so I suggest keeping the square blanket.

	KT
	Yes
	1ms good starting point.[X]byte can be decided with different values for different use cases

	MediaTek
	Yes
	Packet size should be greater than a few hundred bytes, with max packet size determined based on compromise between KPI requirement and UR-LLC use case.

	TIM
	NO
	Different KPIs values should be defined in a table as a function of  usage scenario (eMBB, mMTC, URLLC) and deployment scenario. A single value is misleading and not in line with ITU-R 

This value could be acceptable for URLLC only

	TeliaSonera
	Yes
	Good starting point. We do not see any contradiction that the delay is higher than the extreme user plane latency value. 

	Orange
	Yes
	Ok as a general assumption. can be adapted to use cases later

	DT
	Yes
	It is assumed this requirement is applicable for the special case of ULLRC. A 1 ms delay might allow one HARQ transmission, which should help achieve better reliability.

	Sony
	Yes
	It seems a good starting point. We should revisit specific values of [X] bytes which will depend on specific use cases/applications. 

	DOCOMO
	Yes
	A good starting point.

	Intel
	Yes
	OK as a starting point but can be revised for different use cases.

	LG
	Yes
	As being discussed in [5G-AH-09] for eV2X, we see different KPI regarding reliability would be necessary for eV2X from other ULRCC scenarios. For ULRCC applications other than eV2X, we are fine with the proposal. 

	Motorola Mobility, Lenovo
	Yes
	OK as a general assumption, can be tuned for relevant URLCC use cases

	Sharp
	Yes
	It seems a good starting point. 


	Summary (Yes/No)
	Comments Summary

	Yes: 22

No: 1
	· Majority of companies support:

success probability of transmitting [X] bytes within [1ms]
· Comments from other 1 company (No):

· One KPI value per usage scenario. This value for URLLC only.

	Possible Conclusion
	 eq \o\ac(□,18)success probability of transmitting [X] bytes within 1ms

	Others
	Specific value for X is FFS.


 eq \o\ac(□,19) The target for reliability should be  [1-10-5] within  [1ms].
	Company
	Yes/No
	Comments

	Nokia
	Yes
	One packet missing 1 ms latency target for every 100 000 packets is a very demanding target, but can be achieved with reasonable assumptions.

	Ericsson
	Yes
	This is a good starting point. If the identification and development of URLLC use cases finds that the there is an important use case with more stringent requirements, we can revisit the figures.

	Samsung
	Yes
	We assume this is a good target number also looking at METIS work.

	Qualcomm
	Yes 
	OK as general assumption. Can be revisisted/tuned for specific use cases

	Straight Path
	Yes
	OK for URLLC. Seems excessive for eMBB (at least for capacity driven use cases).

	CMCC
	Yes
	Good starting point. Can be revisited later if typical use case with more urgent requirement is considered.

	Huawei
	Yes
	Note that there might be various use cases for URLLC. Currently we see auto-driving as one of the typical use cases, and result in this value according to METIS. If other use cases are found to be more typical / have more stringent requirement, we could revisit this.

	AT&T
	Yes
	10-5 is a good target for a single layer 2/3 SDU.

	CATT
	Yes
	See 18.

	NEC
	Yes
	OK for the starting point.

	ZTE
	Yes
	OK as general assumptions in URLLC, but in eMBB, the requirements seem as no reasonable, perhaps [FFS] is available for eMBB.

	KT
	Yes
	This should also be dependent to various use cases (e.g. target reliability for eMBB and URLLC should be different). However it seems good starting point at this stage

	MediaTek
	Yes
	To clarify if 1 ms is for e2e latency.

	TIM
	NO
	Different KPIs values should be defined in a table as a function of  usage scenario (eMBB, mMTC, URLLC) and deployment scenario. A single value is misleading and not in line with ITU-R 

This value could be acceptable for URLLC only

	TeliaSonera
	Yes
	Good starting point.

	Orange
	Yes
	However, we need to secure that the system can offer scalable reliability and this should be expressed as a requirement

	DT
	Yes
	

	Sony
	Yes
	

	DOCOMO
	Yes
	Good starting point.

	Intel
	Yes
	

	LG
	Yes
	Good starting point.

	Motorola Mobility, Lenovo
	Yes
	OK as a target for URLLC.

	Sharp
	Yes
	It seems a good starting point. 


	Summary (Yes/No)
	Comments Summary

	Yes: 22

No: 1
	· Majority of companies support:

The target for reliability should be 1-10-5 within 1ms.
· Comments from other 1 company (No):

· One KPI value per usage scenario. This KPI for URLLC only.

	Possible Conclusion
	 eq \o\ac(□,19)The target for reliability should be (1-10-5) within 1ms.


7.10
Coverage
“Maximum coupling loss” (MCL) in uplink and downlink between device and Base Station site (antenna connector(s)) for a data rate of  eq \o\ac(□,20) [160bps], where the data rate is observed at the egress/ingress point of the radio protocol stack in uplink and downlink.
The target for coverage should be  eq \o\ac(□,21) [164dB]. 
 eq \o\ac(□,20) “Maximum coupling loss” (MCL) for a data rate of [160bps]
	Company
	Yes/No
	Comments

	Nokia
	No
	The data rate target and a given MCL target for a given coverage target should be further discussed.

	Ericsson
	Yes
	This is a good starting point and reachable with NB-IoT technologies. Unclear that more stringent requirements are needed.  

	Samsung
	Yes
	

	Qualcomm
	Yes 
	OK as baseline assumption. Can be revisisted/tuned for specific use cases

	Straight Path
	Yes
	Seems to be more relevant for mMTC and URLLC. 160 bps is not very meaningful for eMBB.

	CMCC
	Yes
	Good starting point. Can be revisited later if more typical data rate for mMTC is considered.

	Huawei
	Yes
	This is a good start point. May also be considered for other special cases, e.g., long distance communication.

	AT&T
	Yes
	This is strongly dependent on the system bandwidth and we may need to revisit this in the SI

	CATT
	Yes
	None.

	NEC
	Yes
	It can work as the starting point. But it is allowed to be changed during evaluation study.

	ZTE
	Yes
	The value is reasonable for a baseline assumption, and Can be revisited later if more typical data rate for mMTC is considered.

	KT
	Yes
	Good starting point. Needs further evaluations

	Vodafone
	Yes
	  

	MediaTek
	N/A
	To clarify whether it is applied for all cases or just mMTC.  

	TIM
	NO
	Different KPIs values should be defined in a table as a function of  usage scenario (eMBB, mMTC, URLLC) and deployment scenario. A single value is misleading and not in line with ITU-R 

This value is acceptable for mMTC only

	TeliaSonera
	No
	Higher bit rate around 1 kbps should be targeted to make it attractive compared to NB-IoT and to fulfill NGMN white paper. This bit rate is suggested for smart energy.

To accept any numbers it should be made clear that the number is for mMTC coverage and not for eMBB coverage.

NGMN white paper say typically 1-100 kbps for low cost/long-range/low-power MTC.

	Orange
	NO
	Higher bit rates are requested by several new verticals. This value was suitable for some specific low end use case in rel-13 specification but should be revisited to reflect the new use cases: e.g. e health, etc. But of course the system should be scalable to account for different IoT/MTC  verticals use cases requirements 

	DT
	No
	Agree with TeliaSonera that a more stringent target seems worthwhile that at least matches the achieved performance of NB-IOT. 

	Sony
	Yes
	

	DOCOMO
	Yes
	NB-IoT can be considered as the starting point, but can be revisited when the potential usage cases are identified.

	Intel
	Yes
	OK as a baseline but can be discussed further.

	LG
	Yes
	OK as a baseline. 

	Motorola Mobility, Lenovo
	Yes
	OK as baseline assumption for some mMTC use cases. Higher data rates may be needed for other mMTC use cases and can be revisited. 

	Sharp
	Yes
	


	Summary (Yes/No)
	Comments Summary

	Yes: 18

No: 5

N/A: 1
	· Majority of companies support:

“Maximum coupling loss” (MCL) for a data rate of 160bps.
· Comments from other 5 company (No):

· KPI value per usage scenario

· Clarify this is for mMTC only

· Higher bit rates are requested

· More stringent target than NB-IoT

	Possible Conclusion
	 eq \o\ac(□,20) “Maximum coupling loss” (MCL) for a data rate of 160bps.


 eq \o\ac(□,21) The target for coverage should be  [164dB]
	Company
	Yes/No
	Comments

	Nokia
	Yes
	

	Ericsson
	Yes
	

	Samsung
	Yes
	

	Qualcomm
	Yes 
	OK as baseline assumption. Can be revisisted/tuned for specific use cases

	Straight Path
	Yes
	MCL of 164 dB is good for eMBB as well. Achievable data rate will be much higher than 160 bps though.

	CMCC
	Yes
	It is in line with NB-IoT requirements.

	Huawei
	Yes
	This is a good start point. May also be considered for other special cases, e.g., long distance communication.

	AT&T
	Yes
	As already mentioned in the text above it good to emphasize that this is for both UL and DL

	CATT
	Yes
	None.

	NEC
	Yes
	OK for the starting point.

	ZTE
	Yes
	OK as initial assumption from NB-IoT.

	KT
	Yes
	

	Vodafone
	Yes
	

	MediaTek
	N/A
	To clarify whether it is applied for all cases or just mMTC.

	TIM
	NO
	Different KPIs values should be defined in a table as a function of  usage scenario (eMBB, mMTC, URLLC) and deployment scenario. A single value is misleading and not in line with ITU-R 

This value is acceptable for mMTC only

	TeliaSonera
	Yes
	

	Orange
	No
	This might not be enough to cover machines under the Long distance communications scenarios

	DT
	Yes
	

	Sony
	Yes
	

	DOCOMO
	Yes
	NB-IoT can be considered as the starting point, but can be revisited when the potential usage cases are identified.

	Intel
	Yes
	

	LG
	Yes
	OK for starting point.

	Motorola Mobility, Lenovo
	Yes
	

	Sharp
	Yes
	


	Summary (Yes/No)
	Comments Summary

	Yes: 21

No: 2

N/A: 1
	· Majority of companies support:

The target for coverage should be 164dB.
· Comments from other 3 companies (2 No):

· One KPI value per usage scenario

· Clarify this is for mMTC only

· Consider long distance communications scenarios

	Possible Conclusion
	 eq \o\ac(□,21) The target for coverage should be 164dB.


7.11
UE battery life
UE battery life can be evaluated by the battery life of the UE without recharge. For mMTC, UE battery life in extreme coverage shall be based on the activity of mobile originated data transfer consisting of  eq \o\ac(□,22)[200] bytes UL per day followed by  eq \o\ac(□,23) [20] bytes DL from MCL of  eq \o\ac(□,24) [tbd] dB, assuming a stored energy capacity of  eq \o\ac(□,25) [5Wh]. 
The target for UE battery life should be  eq \o\ac(□,26) [10] years. 
 eq \o\ac(□,22) [200] bytes UL per day
	Company
	Yes/No
	Comments

	Nokia
	No
	Further evaluation needed to ensure sensible combination of evaluation methodology and requirement.

	Ericsson
	Yes
	This is a good starting point and reachable with NB-IoT technologies. Unclear that more stringent requirements are needed.  

	Samsung
	Yes
	We assume this is a good starting point.

	Qualcomm
	Yes 
	OK as initial assumption. 

	Straight Path
	Yes
	

	CMCC
	Yes
	Good starting point from NB-IoT assumptions.

	Huawei
	Yes
	OK as start point.

	CATT
	Yes
	200 bytes per day, but how many packets? 1 packet of 200bytes should be more clear.

	NEC
	Yes
	OK for the starting point.

	ZTE
	Yes
	OK as initial assumption from NB-IoT.

	KT
	Yes
	

	Vodafone
	Yes
	

	MediaTek
	Yes.
	

	TIM
	NO
	Different KPIs values should be defined in a table as a function of  usage scenario (eMBB, mMTC, URLLC) and deployment scenario. A single value is misleading and not in line with ITU-R 

This value is acceptable for mMTC only

	TeliaSonera
	Yes
	

	Orange
	NO.
	Needs to account for the new verticals e.g. eHealth implants, etc. Rel-13 assumptions were based on a very specific use case 

	DT
	Yes
	

	Sony
	Yes
	

	DOCOMO
	Yes
	NB-IoT can be considered as the starting point, but can be revisited when the potential usage cases are identified.

	Intel
	Yes
	OK for starting point.

	LG
	Yes
	OK for starting point

	Motorola Mobility, Lenovo
	Yes
	As initial assumption may be ok. Need further evaluation on valid combination of requirements. 

	Sharp
	Yes
	


	Summary (Yes/No)
	Comments Summary

	Yes: 20

No: 3
	· Majority of companies support:

200 bytes UL per day.
· Comments from other 3 companies (No):

· One KPI value per usage scenario

· Clarify this is for mMTC only

· Further evaluation is needed
· Need to account for new verticals

	Possible Conclusion
	 eq \o\ac(□,22) 200 bytes UL per day


 eq \o\ac(□,23) [20] bytes DL 
	Company
	Yes/No
	Comments

	Nokia
	No
	Further evaluation needed to ensure sensible combination of evaluation methodology and requirement.

	Ericsson
	Yes
	This is a good starting point and reachable with NB-IoT technologies. Unclear that more stringent requirements are needed.  

	Samsung
	Yes
	We assume this is a good starting point.

	Qualcomm
	Yes 
	OK as initial assumption. 

	Straight Path
	Yes
	

	CMCC
	Yes
	Good starting point from NB-IoT assumptions.

	Huawei
	Yes
	OK as start point

	CATT
	Yes
	Similar as 22.

	NEC
	Yes
	OK for the starting point.

	ZTE
	Yes
	OK as initial assumption from NB-IoT.

	KT
	Yes
	

	MediaTek
	Yes
	

	TIM
	NO
	Different KPIs values should be defined in a table as a function of  usage scenario (eMBB, mMTC, URLLC) and deployment scenario. A single value is misleading and not in line with ITU-R 

This value is acceptable for mMTC only

	TeliaSonera
	Yes
	

	Orange
	NO.
	Needs to account for the new verticals e.g. eHealth implants, etc. Rel-13 assumptions were based on a very specific use case 

	DT
	Yes
	

	Sony
	Yes
	

	DOCOMO
	Yes
	NB-IoT can be considered as the starting point, but can be revisited when the potential usage cases are identified.

	Intel
	Yes
	OK for starting point

	LG
	Yes
	OK for starting point

	Motorola Mobility, Lenovo
	Yes
	As initial assumption may be ok. Need further evaluation on valid combination of requirements. 

	Sharp
	Yes
	


	Summary (Yes/No)
	Comments Summary

	Yes: 19

No: 3
	· Majority of companies support:

20 bytes DL
· Comments from other 3 companies (No):

· One KPI value per usage scenario

· Clarify this is for mMTC only

· Further evaluation is needed
· Need to account for new verticals

	Possible Conclusion
	 eq \o\ac(□,23) 20 bytes DL


 eq \o\ac(□,24) from MCL of  [tbd] dB
	Company
	Yes/No
	Comments

	Nokia
	No
	Further evaluation needed to ensure sensible combination of evaluation methodology and requirement.

	Ericsson
	Yes
	This is a good starting point and reachable with NB-IoT technologies. Unclear that more stringent requirements are needed.  

	Samsung
	
	Open to discuss at what MCL this should be achievable.

	Qualcomm
	Yes 
	Ok to leave TBD and discuss further

	Straight Path
	Yes
	164 dB should be good. System overhead increases quickly if range increases further.

	CMCC
	Yes
	A stringent MCL assumption should be considered here.

	Huawei
	Yes
	Could have further discussion.

	CATT
	Yes
	164dB as NB-IoT.

	NEC
	Yes
	164 dB works as the starting point. But it can be revisited during evaluation analysis

	ZTE
	Yes
	Agree with NEC’s opioion.

	KT
	Yes
	Needs more discussion. OK to leave as TBD

	Vodafone
	Yes
	Alignment with GERAN TR 45.820.

	MediaTek
	Yes
	

	TIM
	NO
	Different KPIs values should be defined in a table as a function of  usage scenario (eMBB, mMTC, URLLC) and deployment scenario. A single value is misleading and not in line with ITU-R 

This value is acceptable for mMTC only

	TeliaSonera
	Yes
	Same MCL as NB-IoT is acceptable

	Orange
	NO.
	Needs to account for the new verticals e.g. eHealth implants, etc. Rel-13 assumptions were based on a very specific use case 

	DT
	Yes
	

	Sony
	Yes
	

	DOCOMO
	Yes
	NB-IoT can be considered as the starting point, but can be revisited when the potential usage cases are identified.

	Intel
	Yes
	OK to discuss further.

	LG
	Yes
	164 would be a good starting point. 

	Motorola Mobility, Lenovo
	Yes
	As initial assumption may be ok. Need further evaluation on valid combination of requirements. 

	Sharp
	Yes
	


	Summary (Yes/No)
	Comments Summary

	Yes: 19

No: 3

N/A: 1
	· Majority of companies support:

from MCL of  [tbd] dB.
· Leave as TBD.

· Comments from other 4 companies (3 No):

· One KPI value per usage scenario

· Clarify this is for mMTC only

· Clarify at what MCL should this be achievable

· Further evaluation is needed
· Need to account for new verticals

	Possible Conclusion
	 eq \o\ac(□,24) from MCL of  [tbd] dB

	Others
	Specific value for [tbd] is FFS.


 eq \o\ac(□,25) assuming a stored energy capacity of  [5Wh]
	Company
	Yes/No
	Comments

	Nokia
	No
	Further evaluation needed to ensure sensible combination of evaluation methodology and requirement.

	Ericsson
	Yes
	This is a good starting point and reachable with NB-IoT technologies. Unclear that more stringent requirements are needed.  

	Samsung
	Yes
	We assume this is a good starting point.

	Qualcomm
	Yes 
	OK as initial assumption. 

	Straight Path
	Yes
	Seems to be quite big already. iPhone 6 battery is 6.9 Wh. 

	CMCC
	Yes
	Good starting point from NB-IoT assumptions.

	Huawei
	Yes
	

	CATT
	Yes
	5Wh energy for modem use only? Energy consumption model is required before confirm those numbers.

	NEC
	Yes
	OK for the starting point.

	ZTE
	Yes
	OK as initial assumption from NB-IoT.

	KT
	Yes
	

	Vodafone
	Yes
	

	MediaTek
	Yes
	

	TIM
	NO
	Different KPIs values should be defined in a table as a function of  usage scenario (eMBB, mMTC, URLLC) and deployment scenario. A single value is misleading and not in line with ITU-R 

This value is acceptable for mMTC only

	TeliaSonera
	Yes
	

	Orange
	NO.
	Needs to account for the new verticals e.g. eHealth implants, etc. Rel-13 assumptions were based on a very specific use case 

	DT
	Yes
	

	Sony
	Yes
	5Wh (with 10 years battery life) seems a good starting point for fixed autonomous reporting mMTC. Moreover, other requirements can be considered, for example, 200mAh (with 2 weeks battery life) for mobile/wearable mMTC. 

	DOCOMO
	Yes
	NB-IoT can be considered as the starting point, but can be revisited when the potential usage cases are identified.

	Intel
	Yes
	OK for the starting point.

	LG
	Yes
	OK for starting point

	Motorola Mobility, Lenovo
	Yes
	As initial assumption may be ok. Need further evaluation on valid combination of requirements. 

	Sharp
	Yes
	


	Summary (Yes/No)
	Comments Summary

	Yes: 20

No: 3
	· Majority of companies support:

assuming a stored energy capacity of 5Wh.
· Comments from other 3 companies ( No):

· KPI value per usage scenario

· Clarify this is for mMTC only

· Further evaluation is needed
· Need to account for new verticals

	Possible Conclusion
	 eq \o\ac(□,25) assuming a stored energy capacity of  5Wh


 eq \o\ac(□,26) The target for UE battery life should be  [10] years.
	Company
	Yes/No
	Comments

	Nokia
	No
	Further evaluation needed to ensure sensible combination of evaluation methodology and requirement.

	Ericsson
	Yes
	This is a good starting point and reachable with NB-IoT technologies. Unclear that more stringent requirements are needed.  

	Samsung
	Yes
	We assume this is a good starting point.

	Qualcomm
	Yes 
	OK as initial assumption. 

	Straight Path
	Yes
	

	CMCC
	Yes
	Good starting point.

	Huawei
	Yes
	

	CATT
	Yes
	10 years can be a reasonable target.

	NEC
	Yes
	Seems promising.

	ZTE
	Yes
	As an initial assumption, 10 years is reasonable.

	KT
	Yes
	KT agrees with 10 years UE battery life targeted in various forum white papers

	Vodafone
	Yes
	If other operating points are needed (e.g. more years), then the full picture should be provided in terms of data activity (including link budget requirement) so that we can decide whether this actually puts more stringent requirements.

	MediaTek
	Yes
	

	TIM
	NO
	Different KPIs values should be defined in a table as a function of  usage scenario (eMBB, mMTC, URLLC) and deployment scenario. A single value is misleading and not in line with ITU-R 

This value is acceptable for mMTC only

	TeliaSonera
	No 
	It should be better than NB-IoT to be attractive. Up to 15 years. NGMN white paper say: Battery life shall be significantly increased: Up to 15 years for MTC.

	Orange
	NO.
	It should be 15 years as requested by some use cases such as eHealth Implants

	DT
	No
	Agree with TeliaSonera that NGMN WP values of 15 years should be the target.

	Sony
	Yes
	10 years battery life (with 5Wh battery capacity) seems a good starting point for fixed autonomous reporting mMTC. Moreover, other requirements can be considered, for example, 2 weeks battery life (with 200mAh battery capacity) for mobile/wearable mMTC.

	DOCOMO
	Yes
	NB-IoT can be considered as the starting point, but can be revisited when the potential usage cases are identified.

	Intel
	Yes
	OK for starting point for target.  Longer periods can be considered if necessary.  

	LG
	Yes
	OK for starting point

	Motorola Mobility, Lenovo
	Yes
	As initial assumption may be ok. Need further evaluation on valid combination of requirements. 


	Summary (Yes/No)
	Comments Summary

	Yes: 17

No: 5
	· Majority of companies support:

The target for UE battery life should be 10 years
· Comments from other 5 companies ( No):

· KPI value per usage scenario

· Clarify this is for mMTC only

· It should be better than NB-IoT
· 15 years is proposed (NGMN WP, requested by some use cases)

	Possible Conclusion
	 eq \o\ac(□,26) The target for UE battery life should be 10 years.


7.12
UE energy efficiency
UE energy efficiency means the capability of a UE to sustain much better mobile broadband data rate while minimizing the UE modem energy consumption.

Qualitative KPI
7.13
Cell/Transmission Point/TRP spectral efficiency 
TRP spectral efficiency is defined as the aggregate throughput of all users (the number of correctly received bits, i.e. the number of bits contained in the service data units (SDUs) delivered to Layer 3, over a certain period of time) divided by the channel bandwidth divided by the number of TRPs.  A 3 sector site consists of 3 TRPs. In case of multiple discontinuous “carriers” (one carrier refers to a continuous block of spectrum), this KPI should be calculated per carrier. In this case, the aggregate throughput, channel bandwidth, and the number of TRPs on the specific carrier are employed.
Quantitative KPI
Assessment for multi-layer and multi-band is FFS. 

 [Values for relevant deployment scenario(s) are FFS]

[Editor’s notes: The target for full buffer should be in the order of  eq \o\ac(□,27) [3]x IMT-Advanced requirements]. 

 [Example Table.x (if applicable) Detailed Requirements mapping to each deployment scenario for each Usage scenario]

	Transmission reception point (TRP)
	Deployment 1
	Deployment 2
	Deployment ……
	Deployment N

	eMBB
	
	
	
	


	mMTC
	
	
	
	

	URLLC
	
	
	
	


 eq \o\ac(□,27) The target for full buffer should be in the order of [3]x IMT-Advanced requirements
	Company
	Yes/No
	Comments

	Nokia
	N/A
	Irrelevant. Part of editor’s note that will be removed anyway.

	Ericsson
	Yes
	The value is challenging but reachable with the proposed antenna configurations. OK to move to the main text.

	Samsung
	N/A
	In our contribution RPa160011 we showed that 3* IMT-A might be achievable for 2 deployment scenarios. Since we have not agreed on detailed channel models, and we have not done sufficient simulations, we assume it is too early to agree on this target value for all deployment scenarios now. As Nokia indicates, we assume the note will be removed in the final version of the TR.

	Qualcomm
	Yes 
	OK as initial assumption. Open to discuss further

	Straight Path
	Yes
	With massive antenna arrays and MU-MIMO, this should not be a problem (for around 30 GHz eMBB scenarios).

	CMCC
	Yes
	We need to align with ITU-R requirements. Note that 3x is only for below 6GHz. Above 6GHz is FFS.

	Huawei
	Yes
	To support ITU vision, 3GPP needs to support at least 3x improvement. Also important to achieve better capacity and user experience. Agree with CMCC that this is for sub-6GHz.

	AT&T
	Yes
	Aligns well with the ITU-R recommendations

	CATT
	Yes
	3 times is a reasonable target. ITU Recommendation.

	NEC
	Yes
	It could work as the starting point. But this value should be revisited during evaluation analysis.

	ZTE
	Yes
	Based on ITU Vision, meeting [3]x IMT-Advanced requirements is a reasonable assumption. Moreover, full buffer also was used in the period of IMT-Advanced’s evaluation.

	KT
	No
	Editor’s note should be deleted in the final version of TR

	Vodafone
	
	Should do “as well as we can” in general. However getting good spectrum efficiency as part of Area Traffic Capacity for more typical traffic models is more important. Should highlight that Area Traffic capacity should be higher priority than spectrum efficiency for system design.

	MediaTek
	N/A
	Editor’s note can be removed in final TR

	TIM
	
	We should aim to fill the table rather than discussing an editor note

	TeliaSonera
	?
	Unclear if 3 x IMT Advanced is good enough. 

The new system shall enable user experience data rate of 50 Mbps in rural. 

	Orange
	
	We should maybe have a different target value for higher bands versus lower bands 

	DT
	No
	Setting a target of 3x while allowing antenna implementations of 256 TX and 8 RX does not seem challenging enough. 

In practice the spectrum efficiency should be closely related to the practical antenna configuration for the different bands. DT would prefer for now to simply state that spectrum efficiency should be as high as possible, and consider the definition of quantitative targets at the beginning of the Work Item phase. We agree with Orange that it will eventually be worthwhile setting different targets for the different practical antenna configurations at different frequencies.

	Sony
	Yes
	It seems OK as initial assumption.

	DOCOMO
	Yes
	A reasonable target.

	Intel
	Yes
	OK for starting point.  But can discuss further after other details are clear.

	LG
	N/A
	We agree with SS, Nokia and MediaTek to remove editor’s note. It seems a bit early to specify any value.

	Motorola Mobility, Lenovo
	
	Editor’s note should be deleted, and target values should be set for different deployment and usage scenarios.

	Sharp
	Yes
	Aligns well with the ITU-R recommendations


	Summary (Yes/No)
	Comments Summary

	Yes: 13

No: 2

N/A: 8
	· Need further discussion. Examples of comments from companies (No/NA):

· May not be achievable for all deployment scenarios

· Put higher number

· As well as we can. Unclear whether 3x is good enough

· Editor’s note that can be removed. Early to decide.

	Possible Conclusion
	Further discuss whether to keep as Editor’s note.
 eq \o\ac(□,27) The target for full buffer should be in the order of 3x IMT-Advanced requirements


7.14
Area traffic capacity
Area traffic capacity means total traffic throughput served per geographic area (in Mbit/s/ m2) 
Full buffer:

Total traffic throughput served per geographic area (in Mbit/s/m2). The computation of this metric is based on full buffer traffic.
Non full buffer:

Total traffic throughput served per geographic area (in Mbit/s/m2). Both the user experienced data rate and the area traffic capacity need to be evaluated at the same time using the same traffic model.
The area traffic capacity is a measure of how much traffic a network can carry per unit area. It depends on site density, bandwidth and spectrum efficiency. In the special case of a single layer single band system, it may be expressed as

area capacity (bps/m2) = site density (TRP/m2) × bandwidth (Hz) × spectrum efficiency (bps/Hz/TRP)**
In order to improve area capacity, 3GPP can develop standards with means for high spectrum efficiency. To this end, spectrum efficiency gains in the order of three times IMT-Advanced are targeted. Furthermore, 3GPP can develop standards with means for large bandwidth support. To this end, it is proposed that at least [1GHz] aggregated bandwidth shall be supported.

The available bandwidth and site* density, which both have a direct impact on the available area capacity, are however not under control of 3GPP.  

Based on this, it is proposed to use the spectrum efficiency results together with assumptions on available bandwidth and site density in order to derive a quantitative area traffic capacity KPI for information.
*) Site here refers to single transmission and reception point (TRP).**) Results of TRP spectral efficiency for non-full buffer are also provided separately.
7.15
User experienced data rate
User experienced data rate is the 5%-percentile (5%) of the user throughput. User throughput (during active time) is defined as the size of a burst divided by the time between the arrival of the first packet of a burst and the reception of the last packet of the burst. 
User experienced data rate is here defined as the data rate that, under loaded conditions, is available with 95% probability. It may be calculated as 
          user experienced data rate = 5% user spectrum efficiency × bandwidth

Here it should be noted that the 5% user spectrum efficiency depends on the number of active users sharing the channel (assumed to be 10 in the ITU evaluations), and that the 5% user spectrum efficiency for a fixed transmit power may vary with bandwidth. To keep a high 5% user spectrum efficiency and a few users sharing the channel, a dense network is beneficial, i.e. 5% user spectrum efficiency may vary also with site* density.
To improve user experienced data rates, 3GPP can develop standards with means for high 5% user spectrum efficiency. To this end, 5% user spectrum efficiency gains in the order of three times IMT-Advanced are proposed. Furthermore, 3GPP can develop standards with means for large bandwidth support. To this end, it is proposed that at least [1GHz] aggregated bandwidth shall be supported.

The available bandwidth and site density, which both have a strong impact on the available user experienced data rates, are however not under control of 3GPP.  
Based on this, it is proposed to use the 5% user spectrum efficiency requirements in order to derive a quantitative experienced user data rate KPI for information. 

*) Site here refers to single transmission and reception point (TRP). 
7.16
5th percentile user spectrum efficiency 
5th percentile user spectrum efficiency means the 5% point of the cumulative distribution function (CDF) of the normalized user throughput. The (normalized) user throughput is defined as the average user throughput (the number of correctly received bits by users, i.e., the number of bits contained in the SDU delivered to Layer 3, over a certain period of time, divided by the channel bandwidth and is measured in bit/s/Hz. The channel bandwidth for this purpose is defined as the effective bandwidth times the frequency reuse factor, where the effective bandwidth is the operating bandwidth normalised appropriately considering the uplink/downlink ratio. In case of multiple discontinuous “carriers” (one carrier refers to a continuous block of spectrum), this KPI should be calculated per carrier. In this case, the user throughput and channel bandwidth on the specific carrier are employed.
Quantitative KPI
Values for relevant deployment scenario(s) are FFS

[Editor’s notes: The target should be in the order of  eq \o\ac(□,28) [3]x IMT-Advanced requirements. Consider to use full buffer traffic to evaluate this KPI.]
 eq \o\ac(□,28) The target should be in the order of [3]x IMT-Advanced requirements.
	Company
	Yes/No
	Comments

	Nokia
	N/A
	Irrelevant. Part of editor’s note that will be removed anyway.

	Ericsson
	Yes
	The value is challenging but reachable with the proposed antenna configurations. OK to move to the main text.

	Samsung
	N/A
	In our contribution RPa160011 we showed that 3* IMT-A might be achievable for 2 deployment scenarios, although it is already more difficult for this KPI than for the cell average SE KPI. Since we have not agreed on detailed channel models, and we have not done sufficient simulations, we assume it is too early to agree on this target value for all deployment scenarios now. As Nokia indicates, we assume the note will be removed in the final version of the TR.

	Qualcomm
	Yes 
	OK as initial assumption. Open to discuss further

	Straight Path
	Yes
	With massive antenna array and high-gain beamforming, 3x should be easily achieved (for around 30 GHz eMBB scenarios)

	CMCC
	Yes
	ITU-R only gives the requirement of cell SE gain, however, the gain of 5th percentile user spectrum efficiency should be in the same order as cell SE gain.

	Huawei
	Yes
	To guarantee fairness, 5%-tile user spectral efficiency could be improved at similar level compared to TRP spectral efficiency. Note that this improvement is under the same assumption of user density compared to IMT-A evaluation.

	AT&T
	No
	The ITU-R recommendation is only for the average SE. With the next generation RAT we expect to achieve much better improvement in the cell edge relative to the cell average. The cell edge SE improvement should be more than 3x when compared to IMT advanced. With features such as CoMP, FD-MIMO etc we already see close to 3x improvement in the cell edge relative to IMT-advanced and we should put a higher target for the next generation RAT

	CATT
	Yes
	3 times is reasonable target. ITU Recommendation.

	NEC
	Yes
	It could work as the starting point. But this value should be revisited during evaluation analysis.

	ZTE
	Yes
	Based on ITU Vision, meeting [3]x IMT-Advanced requirements is a reasonable assumption. Moreover, full buffer also was used in the period of IMT-Advance’s evaluation

	KT
	No
	Editor’s note should be deleted in the final version of TR

	Vodafone
	
	Should do “as well as we can” in general. However getting good spectrum efficiency as part of “user experienced data rate” metric for more typical traffic models is more important. Should highlight that this User Experienced Data Rate should be higher priority than spectrum efficiency for system design.

	MediaTek
	N/A
	Editor’s note can be removed in the final TR

	TIM
	NO
	Different KPIs values should be defined in a table as a function of  usage scenario (eMBB, mMTC, URLLC) and deployment scenario. A single value is misleading and not in line with ITU-R 

	TeliaSonera
	?
	Unclear if this is good enough. 50 Mbps everywhere has to be supported with reasonable amount of spectrum for rural.

There ought to be a rural deployment scenario with certain spectrum bandwidth where the 50 Mbps everywhere is verified to show that NGMN white paper is satisfied. 

	DT
	No
	Same comment as for TRP spectrum efficiency. In addition, as user data rate consistency is a target, we should indicate the 5th percentile user spectrum efficiency has a higher priority than increasing TRP spectral efficiency. 

	Sony
	Yes
	It seems OK as initial assumption.

	DOCOMO
	Yes
	A reasonable target.

	Intel
	Yes
	OK for starting point.  But can discuss further after other details are clear.

	LG
	N/A
	We agree with SS, Nokia and MediaTek to remove editor’s note. It seems a bit early to specify any value.

	Motorola Mobility, Lenovo
	
	Editor’s note should be deleted, and target values should be set for different deployment and usage scenarios.

	Sharp
	Yes
	It seems OK as initial assumption.


	Summary (Yes/No)
	Comments Summary

	Yes: 12

No: 4

N/A: 7
	· Need further discussion. Examples of comments from companies (No/NA):

· May not be achievable for all deployment scenarios

· Put higher number

· As well as we can. Unclear if 3x is good enough.

· Editor’s note that can be removed

	Possible Conclusion
	Further discuss whether to keep as Editor’s note.
 eq \o\ac(□,28) The target should be in the order of 3x IMT-Advanced requirements.


7.17
Connection density
Connection density refers to total number of devices fulfilling specific QoS per unit area (per km2). QoS definition should take into account the amount of data or access request generated within a time t_gen that can be sent or received within a given time, t_sendrx,  with x% probability.
The target for connection density should be  eq \o\ac(□,29) [1,000,000] device/km2.

[Editor’s notes: The details of QoS definition is FFS.]
 eq \o\ac(□,29) The target for connection density should be [1,000,000] device/km2.
	Company
	Yes/No
	Comments

	Nokia
	Yes
	Aligned with the ITU-R Recommendation M.2083

	Ericsson
	Yes
	

	Samsung
	Yes
	

	Qualcomm
	Yes 
	

	Straight path
	Yes
	

	CMCC
	Yes
	

	Huawei
	Yes
	

	AT&T
	Yes
	

	CATT
	Yes
	ITU Recommendation

	NEC
	Yes
	

	ZTE
	Yes
	

	KT
	Yes
	

	MediaTek
	Yes
	

	TIM
	NO
	Different KPIs values should be defined in a table as a function of  usage scenario (eMBB, mMTC, URLLC) and deployment scenario. A single value is misleading and not in line with ITU-R 

This value is acceptable for mMTC only

	TeliaSonera
	No
	This should be expressed as connections per cell instead, since the requirement on the network depends on the site grid if stated as devices/km2. So now it is not a RAN requirement. The number is ok together with an ISD number that covers 95% of the existing 700-900 MHz site grid deployment. It is unclear if the figure is for urban or only dense urban.

With an ISD of 200 m the number of connections per cell becomes lower than for NB-IoT and EC-GSM. Why should we have a poorer requirement than for NB-IoT and EC-GSM?

It should be stated that the target number is for mMTC.

	Orange
	Yes
	Good starting point. Then we can try to derive the values for each deployment scenario

	DT
	?
	Good starting point. But we need to fix the associated usage parameters and the deployment scenario before agreeing values. 3GPP TR 45.820 could form the basis for evaluation, but some parameters (bandwidth, usage) may need adaptation. In case that NB-IOT is proposed as the technical proposal for mMTC, no further simulations are necessary as results should be scaleable.  

	Sony
	Yes
	

	DOCOMO
	Yes
	Aligned with the ITU-R Recommendation M.2083

	Intel
	Yes
	

	LG
	Yes
	Good starting point. Open to discuss further. 

	Motorola Mobility, Lenovo
	Yes
	Target for mMTC usage scenario.

	Sharp
	Yes
	


	Summary (Yes/No)
	Comments Summary

	Yes: 20

No: 2

N/A: 1
	· Majority of companies support:

The target for connection density should be 1,000,000 device/km2
· Comments from other 3 companies (2 No):

· KPI value per usage scenario

· Clarify this is for mMTC only

· Further clarification of the deployment scenario and associated usage parameters is needed. Some parameters may need adaptation 

· Scale results from NB-IoT.
· Express in terms of connections per cell

	Possible Conclusion
	 eq \o\ac(□,29) The target for connection density should be 1,000,000 device /km2


7.18
Mobility
Mobility means the maximum user speed at which a defined QoS can be achieved (in km/h). 
The target for mobility target should be 500km/h. 
7.19
Network energy efficiency
The capability of a radio access network (RAN) to minimize the RAN energy consumption while providing a much better area traffic capacity.
Qualitative KPI as baseline and quantitative KPI is FFS.
[Editor’s notes: Inspection is the baseline method to qualitatively check the capability of the RAN to improve area traffic capacity with minimum RAN energy consumption, e.g., ensure no or limited increase of BS power with more antenna elements and larger bandwidth, etc. As qualitative evaluation, 3GPP should ensure that the new RAT is based on energy efficient design principles. When quantitative evaluation is adopted, one can compare the quantity of information bits transmitted to/received from users, divided by the energy consumption of RAN.]
------------------------------------------------------------ END SUMMARY ------------------------------------------------------------
3GPP


