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1 Introduction

In GERAN#62, a study item named “Cellular IoT” was approved, aiming to evaluate how to support low throughput and low complexity machine type communications [1]. In GERAN#67, NB-LTE was proposed as one of the candidate solutions in [2], together with some evaluation results for coverage, cell search, latency, etc.
In this contribution, the focus is to evaluate the uplink capacity of NB-LTE via system level simulations, with the assumptions of the traffic models and capacity evaluation methodology defined in [2] (see Annex E).
2 Simulation parameters
According to [3], uplink is the capacity bottleneck in NB-LTE since the main traffic is generated from CIoT devices. In contrast, downlink would only carry some network commands, ACK/NACK for uplink HARQ and software update requirement. These downlink traffic is normally very sparse and requires very low rate. Therefore, we focus on the capacity of the M-PUSCH in this contribution. 
Although some analysis of uplink capacity was provided in [3], the evaluation considered only the single-cell operation, which does not comply with the agreed simulation methodology [2]. System simulation in this contribution follows exactly the evaluation methodology in [2].
Open power control mechanism described in sub-clause 7.3.3.2.2 of [2] is adopted in the simulations. The maximum transmitted power of each device is capped at 23dBm. 
In the following, we pick up four check points to highlight that the simulation parameters are fully aligned with [2]. Other simulation assumptions follow Table D.1 in Annex D of [2], which is listed in Table A1 for the convenience of reading.

2.1 Building Penetration Loss (BPL) Modelling

The BPL modelling results are shown in Fig. 1, for both two scenarios for BPL (see Table D.2 and Table D.3 of [2]) and for both correlation coefficients (i.e. 0.5 and 0.75). The CDFs of the BPL count in all the MSs in the simulation without selection of its accessed cell, i.e. only considering of its own BPL. It can be seen that BPL distributions with different scenarios and correlations are almost the same as description in sub-clauses 6.2.6.15.1 of [2].
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Figure 1 BPL modelling
2.2 Coupling loss model
Coupling loss distributions according to the system-level simulation parameters specified in Annex D of [2] are shown in Fig. 2. Note that according to [2], Scenario 2 is the most challenging scenario since it has a higher percentage of UEs having higher extra wall penetration loss. We will use Scenario 2 with 0.75 building penetration loss (BPL) correlation in the below discussion and evaluation.
[image: image2.emf]
Figure 2 Coupling loss distributions for cases studied in GERAN (based on Annex D of [2])

2.3 Traffic profile and generation
The traffic models adopted in the evaluation include Mobile Autonomous Reporting (MAR) periodic model and Network Command (NC) model. The split of devices between MAR periodic and NC is 80% for MAR and 20% for NC. 
The MAR periodic reporting traffic model is based on Pareto distribution with shape parameter alpha of  2.5 and minimum application payload size of 20 bytes with a cut off of 200 bytes i.e. payloads higher than 200 bytes are assumed to be 200 bytes. The inter-arrival time periodicity may be 1 day (40%), 2 hours (40%), 1 hour (15%), and 30 minutes (5%). A DL application layer ACK for an uplink periodic reporting event is assumed in 50% of UL MAR periodic reports generated. The application downlink ACK payload size is assumed to be 0 bytes. The total packet size (above equivalent of SNDCP layer) is the overhead due COAP/DTLS/UDP/IP and is immediately sent after the base station successfully receives an application UL packet.
The size of the downlink Network Command is assumed to be 20 bytes and the distribution of the periodic inter-arrival time is the same as for MAR periodic model. The distribution of the application payload size in response to the Network Command, where applicable, is the same as application payload size distribution of MAR periodic in Table E.2-1 of [2]. 
Furthermore, Gb architecture is assumed. Both header compression and without header compression are considered. We use the same scalable simulation method as in [4]. The traffic profile defined in sub-clauses 5.2.2 [2]. The traffic profile is generated as in [4] except SNC. According to [2], only half NC session need to be responded in uplink, so SNC = NMS x 1.12 should be used, however for fair comparison, we still use SNC = NMS x 2.24.
2.4 TB Size and MCS

As for the header of protocols, the overhead for COAP/DTLS/UDP/IP amounts to 29bytes with IP header compression, and 65 bytes without IP header compression, see Table E.2-3 of [2]. Furthermore, as required by [2], Gb architecture is assumed, which results in additional overheads of 4 bytes from SNDCP, 6 bytes from LLC, 2 bytes from MAC, and 3 bytes CRC. 
Therefore, with IP header compression, overall (20~200) + 29 + 15 = 64~244 bytes = 512~1952 bits are transmitted on the PHY layer, and without IP header compression, overall (20~200) + 65 + 15 = 100~280 bytes = 800~2240 bits are transmitted on the PHY layer.
The transport block size defined in LTE can be reused for NB-LTE. MCS levels listed in Table 1 are used in the system simulations. It is noted that these MCS levels are only used for evaluation. It is anticipated that with further optimization of MCS tables, capacity can be increased. We also try in the simulations to restrict MCS levels to BPSK/QPSK.

It is noted that selection of appropriate MCS is an implementation issue of scheduler. Normally, higher SINR means that high order modulation and code rate, low repetition factor can be used. On the other hand, if the device has low SINR, low order modulation and code rate, high repetition factor are used. Bonding factor refers to the number of subcarriers allocated to one terminal device. Repetition in time domain is preferred in power limited scenario. Here, one basic temporal resource refers to one M-Subframe, i.e., 6ms duration defined in [2].
Table 1 MCS levels used in system simulation
	MCS levels
	Modulation
	Rate
	Repetition factor
	Bonding factor

	0
	BPSK
	1/3
	32
	1

	1
	BPSK
	1/3
	16
	1

	2
	BPSK
	1/3
	8
	1

	3
	BPSK
	1/3
	4
	1

	4
	BPSK
	1/3
	3
	1

	5
	BPSK
	1/3
	2
	1

	6
	BPSK
	1/3
	1
	1

	7
	QPSK
	1/3
	1
	1

	8
	QPSK
	2/3
	1
	2

	9
	QPSK
	2/3
	1
	3

	10
	QPSK
	2/3
	1
	4

	11
	QPSK
	2/3
	1
	8

	12
	QPSK
	2/3
	1
	16

	13
	16QAM
	2/3
	1
	8

	14
	16QAM
	2/3
	1
	16


3 Simulation results
3.1 Simulation Cases
In order to be consistent with the simulation of NB-CIoT, the same simulation cases are defined as [4] in Table 3.
Table 3 Definition of simulation cases
	Case no.
	IP header compression
	BPL scenario
	BPL inter-site correlation coefficient

	1
	Yes
	Scenario 1
	0.5

	2
	No
	Scenario 1
	0.5

	3
	Yes
	Scenario 1
	0.75

	4
	No
	Scenario 1
	0.75

	5
	Yes
	Scenario 2
	0.5

	6
	No
	Scenario 2
	0.5

	7
	Yes
	Scenario 2
	0.75

	8
	No
	Scenario 2
	0.75


Note : BPL scenario 1 and 2 are defined in Table D.2 and Table D.3 of [2], respectively.
We use the same evaluation index defined in [4], i.e. for each simulation case, the capacity result is given by:
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Here the total number of successful uplink reports collected from all cell sites is Nreport, the number of simulated cell sites is Nsite, and the number of 200 kHz carriers allocated to one cell site is N200kHz. The value of N200kHz has been set to 1 in the following capacity results.
3.2 Capacity Results
Capacity results are shown in Figure 3. The capacity index is calculated base on the definition in section 8.1. As [4], the vertical red line represents the target number of devices within a sector according to Table E.1-1 of [2]. The black line represents the “ideal capacity” (i.e. assuming every uplink report is successfully delivered by the system), so is a straight line through the origin with gradient determined by the parameters of the traffic model. Note that Case 8 reflects the worst condition. From the results it can be seen that:

· NB-LTE can comfortably meet the target number of devices within a sector defined in [2].
· No significant difference for all of simulation cases. Even the worst case with large BPL, the capacity of NB-LTE can be met comfortably.
· With the number of MS increasing to about 65000 (larger than the target number 52547), some reports will have to be discarded because of too heavy traffic load.
· Restricting MCS level to BPSK/QPSK does not significantly affect the capacity performance.
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(a) Frequency reuse = 3.
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(b) Frequency reuse = 1 (MCS restricted to BPSK/QPSK)
Figure 3 Capacity (in #reports/200 kHz/hour).
Fig. 4 shows the error rate statistics of MAR. It is observed that probability of error is lower than 1% in all cases.
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(a) Frequency reuse = 3.
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(b) Frequency reuse = 1 (MCS restricted to BPSK/QPSK).
Figure 4 MAR failure probability.

The above performance evaluation is also independently carried out with slightly different implementation, i.e., 3dB standard deviation assumed for SINR fed to MCS selection, etc. The results are shown in Figs. 5~7. The capacity numbers and MAR failure statistics are quite similar to those in Figs. 3~4. 

The performance for UEs at very bad coverage locations are examined in more details in Fig. 7. The performance is evaluated at the target system capacity, i.e. 52500 devices per sector. It can be seen that the performance experienced by UEs with coupling loss higher than 152 dB has adequate performance, data rate higher than 300 bps. Furthermore, these UEs have the same performance whether the system is reuse 1 or reuse 3, since the operating point is far from the capacity saturation point. 
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Figure 5 Capacity (in #reports/200 kHz), based on scenario 2 with 0.75 BPL correlation.

[image: image9.emf]
Figure 6 UL MAR failure probability, based on scenario 2 with 0.75 BPL correlation (failure event defined as delivery time exceeding 30 seconds).

[image: image10.emf]
Figure 7 Performance of UEs at coverage limited locations (very low system gain). Performance is evaluated at the target system load of 52500 devices per sector.

4 Conclusions

In this contribution, the capacity of NB-LTE is evaluated via system-level simulations. It can be concluded that NB-LTE easily fulfils the GERAN SI capacity target of 52500 devices per sector. It is also observed that frequency reuse-1 achieves much higher system capacity than frequency reuse 3 in a NB-LTE system. When frequency reuse 1 is employed, it is further confirmed that UEs at coverage limited locations have sufficient data rates.
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Annex

Table A1 Assumptions for system level simulations
	No
	Parameter
	Assumption

	1
	Cellular Layout
	Hexagonal grid, 19 cell sites, 3 sectors per site with wrap-around

	2
	Frequency band
	900 MHz

	3
	Inter site distance 
	1732 m

	4
	MS speed 
	0 km/h

	5
	User distribution
	Users dropped uniformly in entire cell

	6
	BS transmit power per 200 KHz (at the antenna connector)
	43 dBm (i.e. 43-10*log10(45) = 26.47dBm per downlink subcarrier)

	7
	MS Tx power (at the antenna connector)
	Max. 23 dBm per uplink physical channel with open loop power control

	8
	Path loss model
	L=I + 37.6log10(R), R in kilometers

I=120.9 for the 900 MHz band

	9
	Shadowing standard deviation
	8 dB

	10
	Correlation distance of Shadowing
	110 m

	11
	Shadowing correlation
	Between cell sites
	0.5

	
	
	Between sectors of the same cell site
	1.0

	12
	Antenna pattern (horizontal)

(For 3-sector cell sites with fixed antenna patterns)
	See table 5-7, 3GPP TR 45.914, 65° H-plane.

	13
	BS antenna gain
	18 dBi

	14
	MS Antenna gain
	-4 dBi

	15
	BS cable loss
	3 dB

	16
	Building Penetration Loss
	Based on distributions derived from adapted COST 231 NLOS model. See Annex D.1 of [2].
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