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1. Introduction
Cell node densification is regarded as one of the most effective ways to meet the huge traffic demand in future. The throughput gain mainly comes from cell splitting. However, the inter-cell interference becomes more dominant as cells further split, which would ultimately limit the potential of ultra dense networks. In this paper, some initial analysis is carried out to illustrate the performance situation when the cell density grows to certain levels. Potential solutions are also briefly discussed.
2. Impact of Inter-cell interference  
Inter-cell interference coordination/mitigation has been an important topic since LTE Rel-8, for at least two reasons: 1) 4G systems would normally be configured with frequency reuse factor of 1; 2) OFDM systems can achieve almost zero intra-cell interference, making inter-cell interference the performance bottleneck. With the introduction of heterogeneous networks in LTE, inter-cell interference becomes more complicated, not only between macros, but also between low power nodes, and between low power node and macro in the case of co-channel deployment. Rel-10 eICIC and Rel-11 FeICIC technologies primarily target for co-channel HetNets. In Rel-12 small cells feature, the deployment scenario is extended to different frequency deployment for macro and low power nodes (also called non-co-channel deployment), where carrier aggregation based technologies and small cell on-off can be employed to combat inter-cell interference.  On UE receiver side, inter-cell interference can be suppressed to some extent by NAICS feature in Rel-12.
It should be noted that so far in 3GPP study the typical density of low power nodes is about 8~16 per macro cell (two clusters, with 4 or 8 in each cluster). It is expected that node density should be much higher in future networks. In the following, we show the signal to inference and noise ratio (SINR) and throughput statistics to highlight the impact of inter-cell interference in dense deployment. Two network layouts are considered: hexagonal cell of 3GPP and office scenario. 
2.1 3GPP hexagonal cell layout

Fig.1 is an example of 3GPP hexagonal cell layout that contains both macro nodes and lower power nodes (LPN) [1]. The inter-site distance between macro eNBs is 500 meters. The density of LPNs can go up to 60 per macro cell, but non-uniformly distributed, e.g., Config 4b. There are four clusters of LPNs in each macro cell. The minimum distance between cluster centers is 100 meters. Each small cell cluster should be dropped away from macro eNB by at least 85 meters. The radius of each cluster is 40 meters. The minimum distance between LPNs is 10 meters. More details of simulation can be found in Table A1 in Annex. 
Fig. 2 shows downlink SINR CDFs where the number of LPNs can go up to 60 per macro cell. Both co-channel and non-co-channel scenarios are considered. In co-channel scenario, UE-to-node association is based on RSRP, and 6 dB bias is used for cell range expansion of LPN. In non-co-channel scenario, RSRQ is used for UE-to-node association. The bias is set to match the percentage of LPN UEs in co-channel scenario so that the UE association ratio in LPN is kept the same which is about 80~90%. It is observed that as the cell density increases, the interference due to macro becomes less significant, e.g., SINR CDFs are close to each other between co-channel and non-co-channel cases. Also noticed is that SINR keeps deteriorating as more LPNs are deployed. Compared to the typical density assumed in 3GPP, e.g., ~8 LPNs per macro cell, 60 LPNs per cell would lead to 7~8 dB degradation in median SINR in non-co-channel case. This would definitely hamper the performance of denser networks, unless interference coordination is carried out to cope with this issue.
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Figure 1 Hexagonal layout of heterogeneous networks containing macro eNBs and low power nodes (LPNs)
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Figure 2 Downlink SINR distributions for different cell densities of 3GPP hexagonal layout.
2.2 Office scenario
Ultra dense networks would be very useful for office scenario in order to support very high throughput per geographical area. More details of the simulation can be found in Table A2 in Annex. Office layout is illustrated in Fig. 3 with different node densities. 
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a) 13 LPNs per 2500 m2;         b) 25 LPNs per 2500 m2
[image: image5.wmf][image: image6.wmf]
c) 2 LPNs per 100m2 (50 per 2500 m2);         d) 4 LPNs per 100 m2 (100 per 2500 m2);         
Figure 3 Office scenario with different node densities.
The serving area spectral efficiencies (over 2500 square meters) are shown in Fig. 4 under different node densities. Note that among the total 625 users within 2500 square meters, only 10 users have traffic. This translates to 1.6% activation rate which reflects the situation of low load. Apparently, throughput saturation is observed as the density of LPNs is increased from 13 to 100. Performance gain, compared to 13 small nodes, grows very slowly when the number of LPNs is over 50. Such trend is expected as the gain in this case is mainly from the LPN selection diversity. When the number of candidate LPNs per UE reaches certain level, the return of further increasing the number of LPNs is diminished.
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Figure 4 Serving area spectral efficiencies of office scenario, with different node densities, lightly loaded.
Fig. 5 shows the throughput results when the area is heavily loaded, i.e., all 625 users within 2500 square meters have traffic. It is observed that the capacity of each LPN decreases as more LPNs are cramped into the office area, due to the strong inter-node interference. In fact, the trend already starts when there is only one LPN in this area.
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Figure 5 Average area and per node spectral efficiencies, with different node densities, heavily loaded.
3. Technology Aspects
In ultra-dense deployment, severe inter-cell interference encourages more advanced interference coordination between cells/nodes. For this purpose, three potential techniques can be considered as shown in Table 1.
Table 1 Potential techniques for more advanced interference coordination.
	
	Multi-node joint transmission
	Further reduced common channels
	Enhanced network assisted interference cancellation
	Dynamic inter-cell coordination based on wireless backhaul

	Backhaul requirement
	High data rate, short latency
	Low 
	Moderate to high
	Moderate

	Target channels
	Physical traffic channel
	Physical common control and broadcast channels 
	Physical traffic channel
	Physical traffic channel

	Advanced UE receiver
	Not required
	Not required
	Required
	Not required


4. Conclusion

Initial simulation analysis showed that inter-cell interference is the bottleneck for performance potential of ultra-dense deployment. Possible techniques are listed for further study.
References
[1]
3GPP TR36.872, Small cell enhancements for E-UTRA and E-UTRAN - Physical layer aspects. 
Annex
Table A1 System simulation parameters for macro-pico deployment
	Parameter
	Value

	Cellular layout
	3-sectorized Hexagonal grid with 19 cells wrap-around 

	System frequency
	2 GHz carrier/ 3.5GHz carrier, 10 MHz bandwidth

	ISD
	500 m 

	eNB Tx power (Ptotal)
	46 dBm

	LPN (pico) Tx power
	24 dBm/30dBm 

	UE power class
	23 dBm (200mW)

	eNB antenna height
	25 m

	Pico antenna height
	10 m

	UE antenna height
	1.5 m

	Number of picos per sector
	4/8/16/32/40/60

	Number of UEs per sector
	30 (config4b)

	Bias
	6 dB or others

	eNB antenna gain plus cable loss
	17dBi, directional

	Pico antenna gain plus connector loss
	5 dBi, omni

	UE antenna gain
	0 dBi

	Noise figure at pico
	5 dB

	Noise figure at UE
	9 dB

	Hetnet PL model
	Model 2 

	Shadowing correlation
	Between cells
	0

	
	Between sectors
	1.0

	Shadowing   correlation 
distance
	50 m

	Thermal noise density
	-174 dBm/Hz

	UE speeds of interest
	30km/h 

	Minimum distance between UE and cell
	>= 35 m

	Minimum distance between new node and regular nodes
	>=75 m



	Minimum distance between UE and new node
	> =5 m 

	Minimum distance among LPN clusters
	100 m


                   Table A2 System simulation parameters for office deployment
	Parameter
	Value

	Cellular layout
	No modeling for Macro cell
LPNs over 2500 square meters office area

	System frequency
	2 GHz carrier, 10 MHz bandwidth

	LPN Tx power
	21dBm 

	UE power class
	23 dBm 

	LPN antenna height
	6 m

	UE antenna height
	1.5 m

	Number of LPNs per 2500 m2
	1/2/4/9/13/25/50/100

	Number of UEs per 100 m2
	25, activation rate: 1.6% and 100%

	UE antenna gain
	0 dBi

	LPN antenna gain plus connector loss
	5 dBi, Omni

	Noise figure at LPN
	5 dB

	Noise figure at UE
	9 dB

	PL model
	ITU-InH

	Thermal noise density
	-174 dBm/Hz

	UE speeds of interest
	3 km/h 

	Antenna Configuration
	Transmitter: 2Tx cross-polarized antenna at LPN 
Receiver: 2Rx cross-polarized antenna at UE

	Receiver type
	MMSE-IRC receiver

	HARQ retransmission scheme
	Chase Combining

	CQI/PMI reporting interval and frequency granularity
	5ms for CQI/PMI, 6RB

	Scheduler
	Proportional Fair

	Granularity of PMI and CQI feedback
	PUSCH Mode 3-2: Subband CQI, Subband PMI
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