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1. Introduction
At RAN #62 it was agreed to start the work item on CoMP for non-ideal back haul. The WI has an emphasis on RAN3 but RAN1 was first tasked to identify what specific information needs to be signaled, as this is within the competence area of RAN1. Within the objective part of the work item description, there is an extensive list of example parameters from which RAN1 may select potential parameters that could be signaled. The list was created during RAN #62 without any motivations from the SI prior to the work item. This can be seen in TR36.874 where there is no analysis on needs or motivations to signal specific parameters that are given in the WID. 

At RAN1 #76, CoMP for non-ideal backhaul was extensively discussed without RAN1 reaching consensus on signaling any of exemplified parameters in the WID. In the end RAN1 sent an LS [1] to RAN3 and RAN indicating that

RAN1 has not yet been able to identify any common denominator among the different proposals for signalling information for inter-eNB CoMP.

Before discussing how to continue the work in the working groups, it is useful to revisit TR36.874 that was created during the study item in order to better discuss how to move forward. 

2. The small Gains of Non-Ideal Backhaul CoMP

The simulation results for CoMP for non-ideal backhaul are summarized in Section 7 of TR36.874. The section provides the CoMP conclusions and gives a long list of gain numbers for the six different scenarios and the two mandatory backhaul latency options of 5 and 50 ms. Each gain number is obtained as the median gain over the results from the companies providing results in the respective scenario. Figure 1 shows the gains for the case of 5 ms backhaul latency. 

We see that the reported gains are in general small and that for most scenarios the gains are either negative or around  10%. The two scenarios where the reported gains in the 15-20% range are both small cells scenarios with 10 small cells crammed into the same cluster. As shown in [2] deploying such crowded small cell deployments is actually counterproductive leading to lower performance than if fewer small cells would have been deployed due to excessive interference. In other words, those deployments do not correspond to a realistic deployment and thus lack relevance. At the very least the non-CoMP baseline should have been run with fewer than 10 small cells, which would have reduced the gains of CoMP. In addition, the focus of the evaluations were not really on the 10 small cell case as evident from that only three companies provided simulation results for these scenarios. Taking the median of only three companies’ results is risky as the gain number for these scenarios lack in reliability and should therefore be taken with a pinch of salt.
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Figure 1: Median CoMP gains per scenario as reported in TR36.874 for 5 ms backhaul latency.

Observation

· The gains for CoMP as reported in TR36.874 are typically low or negative even for the CoMP friendly situation of 5 ms backhaul latency

· The maximum reported gains are in the 15-20% range but solely involve the small cell scenarios with 10 cells in a cluster
· 10 cells in a cluster represents an over-crowded deployment with worse performance than using fewer small cells → CoMP gains are exaggerated due to unnecessary densification
·  only 3 companies provided results → unreliable gain value 
· Scenarios assuming a backhaul latency of 5ms across the whole coordinated network would not represent the common case of non ideal backhaul performance
Now turning the attention to the corresponding reported CoMP gains for a backhaul latency of 50 ms in Figure 2  reveals that all CoMP gains are essentially absent and in several cases replaced by performance losses instead! This illustrates the problem with non-ideal backhaul CoMP of in general being sensitive to impairments, including in this case backhaul delay. Thus, even if CoMP exhibits some gain for a very short latency in simulations, when brought into reality where not all backhaul links have identical latency there is a great risk of disappointment and performance losses.
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Figure 2: Median CoMP gains per scenario as reported in TR36.874 for 50 ms backhaul latency.

Observation

· CoMP performance sensitive to backhaul latency – often performance losses for 50 ms backhaul latency

· Difficult to ensure robustness with respect to backhaul latency → great risk for disappointment in real-life where not all backhaul links exhibit identical 5 ms latency.
3. Non-ideal backhaul has typically not 5 ms latency

Further, it should be pointed out that discussions were carried out during RAN3#83 concerning the assumption of having a non-ideal backhaul latency of 5ms. It has been pointed out in [3] that such latency performance should not be considered as reference for non-ideal backhaul cases. The latter is confirmed by the analysis on non-ideal backhaul performance already carried out during the study on small cell enhancements, where the following is reported (see [4]):

6.1.3
Ideal and non-ideal backhaul

Both ideal backhaul (i.e., very high throughput and very low latency backhaul such as dedicated point-to-point connection using optical fiber) and non-ideal backhaul (i.e., typical backhaul widely used in the market such as xDSL, microwave, and other backhauls like relaying) should be studied. The performance-cost trade-off should be taken into account.

A categorization of non-ideal backhaul based on operator inputs is listed in Table 6.1-1:

Table 6.1-1: Categorization of non-ideal backhaul

	Backhaul Technology
	Latency (One way)
	Throughput
	Priority (1 is the highest)

	Fiber Access 1
	10-30ms 
	10M-10Gbps
	1

	Fiber Access 2
	5-10ms
	100-1000Mbps
	2

	Fiber Access 3
	2-5ms
	50M-10Gbps
	1

	DSL Access
	15-60ms
	10-100 Mbps
	1

	Cable 
	25-35ms
	10-100 Mbps
	2

	Wireless Backhaul
	5-35ms 
	10Mbps – 100Mbps typical, maybe up to Gbps range
	1


From the above table it can be seen that the majority of non-ideal backhaul performance considered in the small cell enhancements study exceeds the 5ms latency threshold and hence it is unlikely that such performance will be met in practice. The latter was also captured in RAN3 meeting minutes, which captured the following:

“A typical non ideal backhaul has a delay over 5ms”
4. How to proceed

RAN1 has the expertise in determining which parameters should be signaled to provide performance gains of non-ideal backhaul CoMP. Based on the diverging results among companies as well as the unreliable results for some scenarios, the current situation is that RAN1 has not agreed on what information needed to be signaled. Given this, it will be even more difficult for RAN3 to make such a judgment. 

Observation
· RAN3 cannot continue the work with CoMP for non-ideal back haul if RAN1 do not agree on what parameters to signal

For the RAN1 situation, it is clear, based on the TR36.874, that only a small set of companies that provided evaluations has observed any significant gain with CoMP for non-ideal back haul. Consequently there is no consensus that the feature gives significant gains. Given the current situation we thus see no motivation in introducing large changes to the LTE architecture such as providing support for centralized scheduling schemes and also signaling of a large amount of parameters over backhaul. 

If one considers to specify any support for CoMP with non-ideal backhaul, it is very clear that the current scope is too large within the existing WID. It would thus not be sensible to specify a new architecture or in general consider features requiring large standardization effort. Given the typically small reported gains it may be questioned whether there is anything at all to standardize, and in fact no further standardization would be a very well-motivated conclusion from a pure technical perspective. 

If the group decides that standardization is beneficial, then the standardization effort should match the small gains observed. It is then clear that the design should follow existing principles established in ICIC/eICIC to avoid unnecessary complications of the standard for little practical benefit. Enhanced RNTP signaling constitutes an area with reasonable standardization efforts in line with the level of reported gains. 

It is also clear that if the work continues without improving the WI scope, the situation in RAN1 will not change which will result in time waste in RAN1 which currently has a very high workload. Further given that Rel-12 is closing the work on CoMP for non-ideal backhaul, unnecessary time would be wasted in RAN1 and RAN3 and may prolong Rel-12 also for other work items to standardize a feature without providing any measurable benefits in real-life networks.

5. References

[1]  R1-141048

LS on Inter-eNB CoMP for LTE
RAN1
[2]  R1-135659

Evaluation Results for Different Small Cell ON/OFF Operational Modes
Ericsson

[3]  R3-140327
Evaluation of non ideal backhaul scenarios in Inter eNB CoMP for LTE
Ericsson

[4]  TR36.932v12.1.0, “Scenarios and Requirements for Small Cells Enhancement for E-UTRA and E-UTRAN”

