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1
Introduction

3GPP RAN meeting #50 in December 2010 started a study item on HSDPA Multipoint Transmission [1]. The WID tasked the working groups with the following objectives:
· Identify the potential HSDPA multipoint transmission methods and evaluate their system performance and user experience benefits for the following scenarios:

a. Simultaneous HSDPA transmission from a pair of cells operating on the same carrier frequency in any given TTI to a particular user.

b. Single HSDPA transmission from any one of the two cells operating on the same carrier frequency in any given TTI to a particular user.

c. In addition to a single carrier operation, consideration shall also be given to the operation of the HSDPA multipoint transmission method in combination with Release 10 functionality, e.g. MC-HSDPA+MIMO x 2 sectors.

d. Functionality currently defined in DC-HSDPA and/or 4C-HSDPA for e.g. channel coding of CQI reports and CQI reporting measurement procedures should be reused where possible

e. Any impact to legacy terminals from any of the proposed methods should be clarified as part of the study.

· Identify potential standardization impact for HSDPA multipoint transmission operation:

· Identify impact to implementation that are relevant to the following for both Intra-NodeB and Inter NodeB same frequency cell aggregation and cell switching:

a. ME

b. RAN

With the results in the TR submitted to this RAN meeting for information [2] it appears fair to say that the techniques for multipoint transmission have been identified and their performance established in different deployment environments with different system load and with varying Multipoint Transmission UE penetration levels. Furthermore the input contained in the current version of the TR considers the implementation impacts, and the RAN2 endorsed text in [3] contains the user plane protocol options for intra and inter-site operation.

Given the above, it appears that only thing missing to complete the study item TR is the conclusions. It would appear somewhat wasteful use of WGs time to spend one RAN meeting cycle preparing the text for the conclusions when all relevant findings are already in place. Hence this document suggests to add the RAN2 discussed and email-endorsed input [3] to the TR (copied as the first part of the text proposal in this document), and finalize the conclusions section of the TR (the second part of the text proposal in this document), promote the TR with these inclusions to version 11.0.0, close the SI and move to discussing the contents of the potential WI.
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x
Higher layer impact

x.1
Overview

One of the multi-point schemes, called HS-SFN, assumes that exactly the same data on the same scrambling code is scheduled from different cells to a UE. Since the transmitted data is exactly the same, limited or no changes to the higher layer protocols, in particular RLC and PDCP, are expected. Other schemes, such as SF-DC aggregation and DF-DC aggregation, which hence will be collectively referred to as “Multiflow” schemes, assume that the application level data is split in the access network thus scheduling different content from different cells. Obviously it requires changes in the MAC and higher layers to sustain such architecture. Within HSPA RAN at least three potential data split options can be identified, which hence will be referred to as MAC-ehs, RLC, and PDCP splits. In turn, data split options depend heavily on whether the participating set belongs to the same site or different sites, i.e., whether intra- or inter-site transmission takes place.  For the obvious reasons the RNC based options (PDCP and RLC splits) are better suited for inter-site scenarios, while the MAC-ehs split is in practice limited to intra-site operation. For the sake of further clarity, we will consider them separately based on whether it is intra- or inter-site Multiflow.

x.2
Intra-site Multiflow data split

Since data transmission in the intra-site Multiflow scheme takes places from cells belonging to the same site, it is possible to implement data split at the MAC-ehs layer, which would be almost identical to the DC-HSDPA architecture and, therefore, would require relatively small modifications, if any. The UE MAC-ehs can be shared and different data can be transmitted over different cells on their respective HARQ processes.  Furthermore, data split in MAC-ehs would enable joint scheduling leading to higher scheduling gains. Unlike inter-site specific data split options, which are considered below, the fact that RLC PDUs may arrive in a different order over different HARQ processes is handled by the MAC-ehs TSN numbering. Thus, RLC PDUs are delivered to the RLC receiver in sequence.
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Figure x.1 MAC-ehs traffic split solution

However, the MAC-ehs option is not available for inter-Node B multipoint operation, mainly due to the fact that there is no interface between the Node Bs.  Furthermore, even if there were such an interface, MAC-ehs splitting would only be possible and beneficial if that interface did not suffer from any delays.  Therefore, we can conclude that MAC-ehs splitting is not an option that should be considered for inter-Node B Multiflow scheme.

x.3 Inter-site Multiflow data split

In this subsection we consider a few data split options which are applicable to inter-site scenario. In particular, the RLC level and the PDCP level solutions are presented. Both schemes aim at addressing the concern that upper layer packets may be delivered out-of-order.  
x.3.1
RLC split

As follows from its name, the RLC level data split suggests that higher layer data, after forming one stream of RLC PDUs, is split into multiple streams each destined to a correspondent cell. So, similar to the existent architecture, there is a single RLC entity per UE. 

The advantage of this scheme is that the RNC is more flexible in optimizing how large SDUs are segmented to RLC PDUs depending on each link status. As an example, a large SDU can be segmented into (at least) two pieces, where each of them is scheduled over a different link.  In addition, subsequent RLC re-transmissions can take place over either link in the participating set thus possibly benefiting from instantaneously better and/or less loaded cell. The extent of the gain may need to be further evaluated since the RNC does not have the real-time information from each cell and majority of the re-transmissions are handled by HARQ. Also the traffic pattern and link throughput imbalance has large impact on how beneficial it is to use RLC segmentation for the packet delay optimization.

Since there is a single RLC stream, which is transmitted from cells belonging to different sites, RLC PDUs are likely to arrive to a UE in a different order. In general, this issue is similar to the situation with DC-HSDPA and L1 HARQ retransmissions.  However, in DC-HSDPA, the T1 timer used for re-ordering ensures that enough time is given to the UE to receive a packet that can be potentially delayed due to HARQ retransmissions. With multi-point transmissions we can no longer rely on the MAC-ehs to account for any potential delays as the data from different Node Bs will be reordered in different MAC-ehs entities or reordering queues. As a solution to avoid unnecessary NACKs, an appropriate value for the status prohibit timer can be set. However, having a relatively small status prohibit timer optimized for DC-HSDPA operation may result in sending a NACK too early in the Multiflow scenario thus reducing the overall performance. Indeed, one can expect considerably larger delays due to different Iub load and completely independent scheduling. Setting the status prohibit timer to a large value and waiting for a RLC PDU may  lead to unnecessary performance degradation as an RLC PDU may indeed have been lost. 

In R2-112849, a network mechanism is proposed that aims at avoiding unnecessary retransmissions. In this scheme, the UE Status PDU reporting mechanisms remain unchanged. This scheme relies upon an algorithm at the RNC side that keeps track of a cell, over which a RLC PDU is transmitted for the first time. Based on the Status PDU from the UE, RNC distinguishes whether a sequence number gap is due to genuine loss or out-of-order.. RNC utilizes this information to delay, up to a timer value, on retransmitting the data in the sequence number gap identified as out-of-order. As seen in R1-111542, the impact of this retransmission delay timer is minimal. In particular, the RLC PDU delays are improved due to higher MAC throughput and no delay in the retransmission of the genuinely lost RLC PDUs is incurred. At the same time, there are concerns that the retransmission delay timer may cause outage for the TCP layer and the TCP performance may suffer due to longer RTT. It will furthermore take longer time duration to pass the TCP slow start phase and consequently user perception may degrade.

In R2-113299, another mechanism is proposed which relies on the UE starting a timer in the RLC whenever a missing RLC PDU sequence number is detected. If the timer expires and the RLC PDU(s) within the gap have not been received, the UE determines that the data has been genuinely lost and may report the STATUS report to the transmitting entity. This mechanism has the advantage that RLC Status reporting is prohibited until the UE is sure that the data is genuinely lost. On the one hand, this solution does not introduce any complexity to the network, on the other hand, it introduces some RLC protocol modifications to the UE.  Additionally, when compared to the network based algorithm, this mechanism does not require the UE to send very frequent periodic status report, but can rely on missing RLC PDU status reporting.  However, one disadvantage of this scheme is that the UE cannot immediately distinguish between genuine loss and out-of-order due to skew, thus the recovery for genuine lost RLC PDUs may be delayed by this timer.  
In R2-112050, it was identified that due to the common RLC sequence numbering space, a stalled data transmission at one Node B can block the overall data transmission due to the limited window for outstanding packets. Although this issue is not specific to RLC split based schemes, it is believed that it can be mitigated with a properly chosen retransmission delay timer and tighter Iub flow control.

In addition, a solution with one RLC entity has clearly an advantage of ensuring the SDU in-sequence delivery. Indeed, since there is one RLC receiver buffer with a single numbering space, no additional mechanisms are needed. Yet another advantage is that whenever a link changes or is removed from the participating set, the RLC level ACK/NACKs will ensure the retransmission of RLC PDUs dropped from Node B buffers as a result of link removal.
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Figure x.2 RLC level traffic split solution

x.3.2
PDCP split

Another option for splitting data in the inter-site scenario is the PDCP layer. Its benefit is that it allows for keeping the lower protocol layers untouched and parallelising of RLC processes in RNC. As follows from the figure, RNC keeps several (at least two) RLC state machines for a single PDCP entity per UE. As a result, there is no need for a bookkeeping scheme to track over which cell a particular PDU is transmitted, and a UE can send safely ACK/NACKs for a correspondent RLC stream. One drawback of this scheme is that RLC PDU re-transmissions must be performed over the same RLC stream as the initial transmission. Another limitation is that the PDCP layer lacks segmentation support, which may lead to higher packet delays if the radio link qualities are unequal and the number of PDUs in PDCP buffer is very low. 

When compared to the RLC split, another important difference is that the SDU in-sequence delivery must be ensured at the PDCP layer based on SDUs received from both RLC entities. For this purpose, it is necessary to mandate the usage of the PDCP SN field. This additional overhead  is small because the SN field will take only two bytes per SDU. One can argue that having an additional re-ordering buffer at the PDCP layer will cause increased memory consumption. Indeed, depending on the memory allocation strategy – either static or dynamic – the overall memory consumption will be either larger or comparably the same when compared to the RLC split. 

Another important issue of the PDCP split is the absence of ACK/NACK mechanism. However, it bears mentioning that the each RLC stream provides a guaranteed delivery thus ensuring that at the end all the SDUs will be delivered to the PDCP reordering buffer. Otherwise, if RLC runs out of retransmission attempts, either an RLC Reset procedure or an RLC unrecoverable error is triggered and the whole bearer will need to be re-established. If under this or similar circumstances a particular SDU is missing in the PDCP re-ordering buffer and is not delivered by the network, then the data forwarding process may stall at the UE side. As a result, the UE may resort to implementing the additional PDCP level timer that will advance automatically the re-ordering buffer upon timer expiry. Somewhat similar to the RLC split retransmission delay timer, it must be started for every gap seen in the PDCP re-ordering buffer. This timer value must obviously account for the maximum number of attempts the network can do so as not to wait more than the maximum number of RLC retransmissions can take.  Any holes seen at the PDCP level at the expiry of this timer would then need to be recovered through TCP retransmissions.

Similar to the RLC split, the PDCP level solution may suffer when one of the radio links is removed thus potentially causing RLC PDU drops from the Node B buffer. However, unlike the RLC split, there is no intrinsic mechanism that can send ACK/NACKs for SDUs. As an example, if a UE has two cells in its active set and is served by both primary serving cell and secondary serving cell, and event 1B is triggered to remove the secondary serving cell from its active set, there can be remaining data at the Node B buffer at secondary serving cell. Possible solutions are the network side intelligent re-buffering and re-transmission schemes, as well as “flexible mapping” approach proposed in R2-112849. In a few words, two logical channels are always maintained for the same data flow, even after event 1B. In steady state, each RLC is transmitted over one particular cell. During mobility events, such as event 1B, RLC PDUs which were mapped to the affected cell can be transmitted or retransmitted over the other cell.
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Figure x.3 PDCP level traffic split solution

******** Text Proposal to TR25.872 end ********
******** Text Proposal to TR25.872 start ********
9
Impact on performance of legacy UEs

The performance of SF-DC Multiflow technique was investigated with different HSDPA Multipoint Transmission capable UE penetrations. If the scheduling startegy is designed to avoid ever using resources in the secondary serving HS-DSCH cell (i.e. the cell that corresponds to the non-serving E-DCH cell) if they could be used by users having the cell as their serving HS-DSCH cell, there is no impact to the legacy users’ performance. With other scheduling strategies a tradeoff between overall system performance and legacy UE impact can be achieved.

10
Impact on specifications

To be identified in the possible WI phase.

11
Conclusion

The performance of three families of HSDPA Multipoint Transmission concepts were evaluated categorized as Single Point Data Transmission, Multiflow Data Transmission, and, Single Frequency Network Data Transmission. Relatively early the Multiflow Data Transmission family appeared to be the most interesting in terms of implementability, and according to the performed analysis it can offer significant gains when Type 3i receivers can be assumed. For example, in a single carrier configuration in 3-sector deployments assuming 100% penetration of Multiflow UEs, the overall system performance gains assuming Type 3i receivers observed were in the range of 0-17% and 0-60% for intra-site only and intra as well as inter-site operation respectively. The cell edge users experiencing the Multiflow gains directly saw gains in the range of 0-145% and 0-185% for intra-site only and intra as well as inte-site operation respectively. The gains were heavily dependent on the deployment scenario, number of active UEs per cell as well as UE distribution in the system.
From complexity versus performance analysis perspective, at this stage the Multiflow Data Transmission family of multipoint concepts appears to be the most attractive for work item considerations. The different design choice alternatives available for the inter-site operation option could be further investigated in the possible WI phase.
******** Text Proposal to TR25.872 end ********





















