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1. Introduction

[TR 25.913] contain requirements on throughput, handover interruption times and latency for an evolved UTRA network. These requirements have however been set independently and based on some basic reasoning. In this contribution we analyse how these requirements interact and what would be the expected performance of a system designed according to these requirements. We identify some mismatches that will lead to severe performance degradations unless corrected.

In parallel TSG SA WG1 has progressed its work on performance requirements from a service perspective. That work was not ready when TSG RAN defined the above mentioned performance requirements. Hence, the discussions from TSG SA WG1 need to be taken into consideration.

We propose to sharpen the requirements on interruption times at handover in order to allow for EUTRA to offer competitive end user performance and match the performance requirements defined in [TS 22.528] and [TR 25.913].

2. Discussion

2.1 Recapitulation of current requirements on EUTRAN

[TR 25.913] contains requirements on throughput, latency and handover interruption times. As a short summary (taken from several different sections in the TR), they are defined as:

Peak Throughput: 




100 / 50 Mbps in DL/UL

Latency:








< 5 ms one way delay in RAN

Handover interruption times:



· The impact of intra E-UTRA handovers on quality (e.g. interruption time) shall be less than or equal to that provided by CS domain handovers in GERAN.

· The interruption time during a handover of real-time services between E-UTRAN and UTRAN is less than 300 msec

· The interruption time during a handover of non real-time services between E-UTRAN and UTRAN should be less than 500 msec

· The interruption time during a handover of real-time services between E-UTRAN and GERAN is less than 300 msec

· The interruption time during a handover of non real-time services between E-UTRAN and GERAN should be less than 500 msec

Each of these requirements is the result of discussions on conceptual level, but little analysis has actually been done to see the overall system impact these requirements might have when they interact together.

“Interruption time” is not defined in [25.913] and for that reason we have done the following assumptions: 

· The delay, seen on the IP layer between the last packet received before the cell change to the first packet received after the cell change, experienced by ongoing packet sessions. 

· For some services it might be preferred to throw away packets rather than introducing unnecessary queuing delay. In that case the number of packets thrown away will be proportional to the “interruption time” during the handover.

It is important to notice that the requirement specification should only specify the “interruption time during a handover” for the service that have the strictest delay requirements that the standard should be able to support, this automatically mean that also other services can be support either by using the same “handover” solution as for the service with the strictest delay requirements or using simpler solutions.

2.2 TCP/IP Performance Requirements

Tdoc [S1-050731] provides a throughout analysis of performance requirements from an end-to-end service perspective. That document was an input document to TSG SA WG1#29, and the proposed changes have been included with minor modifications in [TS 22.258]. 

For the following analysis we have chosen to study TCP/IP based transport, as it is expected that many important services in the future will base its transmission on the TCP protocol (for example file downloads (music, pictures etc), web browsing, etc). 

The TCP protocol is sensitive to packet losses and delay/delay-jitter at high throughputs. TCP interprets both packet losses and increases in latency as signals of network congestion, and when experiencing either of them TCP reduces its throughput. The relation between achievable TCP download rate and end-to-end characteristics is not linear, as at higher speeds TCP is increasingly sensitive to delays and losses. This relationship is illustrated in Table 1:

Table 1: TCP download speed limits

	Round-trip delay
	0.1% packet loss
	0.01% packet loss
	0.001% packet loss

	10 ms
	~ 39 Mbps
	~ 115 Mbps
	~ 370 Mbps

	50 ms
	~ 8 Mbps
	~ 25 Mbps
	~ 73 Mbps

	100 ms
	~ 4 Mbps
	~ 12 Mbps
	~ 39 Mbps


Using the SA1 recommended end-to-end RTT of 50ms, it is possible to conclude that the packet loss should be better than 0.001% in order to reach the defined peak throughputs.

Apart from being sensitive to the packet loss rate and the absolute round trip time, TCP also suffers from being sensitive from jitter in the delay. If the delay jitter is larger than the Retransmit Time-Out (RTO) timer, TCP may sense large jitter as a signal for congestion and consequently reduce the throughput. 

The value of the RTO is adaptive to the measured round trip times and calculated based on mean and variance of previous measurements. For systems with delay regimes as discussed for LTE, the minimum RTO is of particular interest, because for such systems the RTO converges to this lower bound. Furthermore, it needs to be noted that the minimum RTO is implementation-specific. A small minimum RTO provides a faster response in high-congestion environments, while a larger minimum RTO is more robust to reordering and variable delay spikes. Of the 37000 servers analyzed in reference [2], 40% responded with an RTO of less than the recommended value of one second, and where a large amount of servers use minimum RTO values of 200ms.

2.3 TCP/IP Performance in E-UTRAN
In order to ensure good TCP performance in E-UTRAN, it is important that the jitter in the delay do not exceed the RTO. If a spurious interruption occurs (e.g. due to cell change), and this interruption causes the RTT for one packet to exceed the RTO, TCP will reduce the throughput. Considering a typical RTT of 50 ms, the RTO timer will likely be at its minimum value for most of its time. A robust limit for TCP delay jitter should as a consequence be below 150 ms, assuming no packet losses.

3GPP can design EUTRAN to handle an interruption of the radio transmission (for example at handover) in two ways.

1. The packets are lost, and EUTRAN rely on higher layers (TCP) for the retransmission of missed data. In this situation TCP will interpret the lost packets as an indication that there is congestion in the network (packets are assumed to be lost due to overflows in router buffers) and reduce the bit rate to relieve the congestion situation. This is not desirable from an end-user performance point of view.

2. The packets are delayed by EUTRAN and delivered with a delay after the handover has been executed. In this situation, TCP will experience the delay as jitter, and if the jitter becomes larger than the RTO timer, TCP will again believe there is a congestion situation and reduce the throughput.

Thus, the only way to achieve good performance is to ensure delivery of the packets, and ensure that packets are not delayed more than the value of the RTO (with some margin).

It should also be noted that there are additional services analysed in [S1-050731] and [TS 22.258] that put similar or even stricter requirements than TCP/IP on the system (like VoIP and real-time gaming). Real-time gaming applications are identified as being very sensitive to jitter which should be less than 25 ms if the base delay is 50 ms up to the gaming server.
2.4 Handover Interruption Times

The current requirements on handover interruption times are far higher than the end-to-end RTTs, and the performance impact on TCP and other services (e.g. VoIP, gaming) will be devastating. There are basically two ways 3GPP can handle this mismatch:

a. Change the requirements on latency to match the current requirements on handover interruption times. Such a solution would give latency RTT requirements in the order of 500 ms which would heavily impact the end user experience of many services (time from “click” to view of webpage), service setup times and make it impossible for TCP to reach the defined peak throughputs. This solution is not desirable from an end user performance point of view.

b. Change the requirements on interruption times for handover to better match the foreseen end-to-end RTT. Such an approach would require that the standard support interruption times below 50 ms in order to get robust TCP performance for current and future applications as well as supporting current and future operating systems with lower minimum RTO values. 

The above conclusions would mean that requirements on interruption time at handover should be changed to approximately 50 ms. Such requirements are feasible with careful system design and implementation. As a comparison we would like to note that intra UTRAN hard handover requirements already in Rel-99 are in the order of 90 ms [TS 25.133]. 

2.5 Inter system handover requirements

Mobility between systems (EUTRA to GERAN/UTRAN and vice versa) needs also to be considered. [TS 22.528] states "An AIPN shall be capable of maintaining a service during a change in access system, with no perceivable interruption from a user perspective." From that we conclude that the intention with service continuity between access systems is that the end user to as little extent as possible should notice that a change of access has been performed.

Analysing the inter system handover performance, we have to remember that latency and throughput characteristics of UTRAN and GERAN are different from EUTRA.

When moving from GERAN/UTRAN => EUTRA the performance in terms of latency and throughput will be improved, and this will not generate any problem. TCP will adapt its transmitter window and RTO timer and by that increase the throughput gracefully. In this case we just need to ensure that the RTO timer does not expire, which means that the handover interruption time should not exceed the minimum RTO in UTRAN and GERAN respectively.

Contribution [SRJ-050049] estimates and end-to-end RTTs of 23 ms for an HSDPA/Enh-UL system in ideal conditions. Assuming non-ideal conditions an end-to-end RTT of 100 ms seems feasible which (with the same reasoning as for EUTRA ( EUTRA handovers) leads to a requirement of 100 ms to ensure good TCP performance when moving from UTRAN => EUTRAN. 

For GERAN, reference [1] estimates achievable RTTs of 400-600 ms, resulting that a requirement of 400 ms should be sufficient. In this case we see however that there will be other services that will set the performance limits (i.e. VoIP), which makes us propose to common interruption time requirement of 300ms for all services.

Moving from EUTRAN => GERAN/UTRAN is slightly more complicated. In this situation TCP will experience an increase in latency due to the handover interruption time and to the increased latency in the target system, which could cause a timeout of the RTO. As a consequence TCP will assume congestion and reduce the throughput. As the available throughputs in UTRAN/GERAN sometimes are lower than the throughputs in EUTRA, a reduction of the throughput is not necessarily a problem (as the throughput would have to be reduced anyhow). However for services that can be equally well supported in both systems it is possible to avoid the timeout if the RTO timer as soon as possible adjusts to its new value, and for that reason the interruption time should not be higher than the expected latency in the target system.

With the same assumptions as above, we propose an interruption time of 100 ms for handovers EUTRAN => UTRAN.

In a similar manner, we propose to keep the interruption time requirement of 300 ms between EUTRAN => GERAN.

3. Proposal

This contribution has analysed the combined performance requirements on EUTRA, with respect to throughput, end-to-end RTT and handover interruption. We have identified a mismatch in where the current requirements as defined today would be devastating to the end user throughput of TCP/IP. TSG SA WG1 has already drawn similar conclusions from a pure service performance perspective.

We have also analysed different ways to correct this mismatch, in where the only viable solution is a sharpening of the requirements for interruption times at the time of handover. Only by that, we can ensure a good TCP performance and a good end user experience.

This contribution is accompanied with a CR with proposed text modifications in Appendix A.
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