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Bi-directional RLC Non-Persistent Mode for Low Delay Services
1. Introduction

The existing RLC non-persistent mode for MBMS defined 3GPP TS 44.060 limits RLC data block re-transmissions based on the window size in use by the transmitting RLC endpoint. This approach will not be appropriate for non-MBMS services such as VoIP for the following reasons:

Problem 1 - A window based approach inherently requires that a value for window size be selected and negotiated between the RLC endpoints. However, for a low delay service the window size selected will have to take into account the radio conditions applicable at the point of TBF establishment as the maximum number of upper layer PDUs that can be buffered must accurately reflect the Transfer Delay attribute established when the corresponding PDP Context was first activated. As time goes by and radio conditions change the number of upper layer PDUs that can be buffered within the bounds established by the original window size will vary and as such the original window size will no long be valid.

Problem 2 - In addition, low delay services such as VoIP may experience temporary stoppages in data flow. When this occurs any buffered RLC data blocks for which re-transmission is needed may continue to be viewed as valid for extended time periods as there are no additional RLC data blocks being transmitted to force the already buffered RLC data blocks to move closer to the lower edge of the transmit window. Similarly, the receiving RLC endpoint will continue to expect the re-transmission of missing RLC data blocks since there are no additional incoming RLC data blocks to force the missing RLC data blocks to move closer to the lower edge of the receive window.
Problem 3 - Low delay services such as VoIP may make use of IP header compression (e.g. Robust Header Compression) which at initial session establishment does not provide any compression but becomes more efficient as time goes by. In addition, there may be points during a VoIP session that the compressor may have to be reset (e.g. at handover) which will once again result in temporary periods where the compression efficiency is low. During these periods of low compression efficiency the number of RLC data blocks required for a single RTP/UDP/IP frame will be high and as such buffered RLC data blocks can quickly approach the lower edge of the transmit window and therefore be considered as being too old when in reality they are not.

In summary, the problem of the existing window based approach for determining the validity of RLC data blocks is that it does not accurately take into account the age of the payload carried within those RLC data blocks for the reasons described above. For low delay services such a VoIP, the Transfer Delay attribute should instead serve as the basis for establishing how long buffered data at the RLC endpoint transmitter or missing data at the RLC receiver endpoint should continue to be viewed as valid.
2. Example of Problem 1
At a given point in time a bi-directional TBF is established to support a VoIP service: 
2.1
MCS-1 is selected as the coding scheme in light of the current radio conditions and configuration of the VoIP service (e.g. using SIP signalling) results in one 20ms speech frame being carried within each RTP/UDP/IP frame.

2.2
A form of header compression (e.g. robust header compression or ROHC) is assumed to be negotiated as well (e.g. by the SNDCP layer for GPRS/EGPRS) and as such there will be an average number of X RLC data blocks required to transmit each RTP/UDP/IP frame over the air interface once header compression is fully applied.

2.3
RLC operates in a non-persistent mode whereby a limited number of retransmissions can be made (if necessary) for each RLC data block in an effort to achieve an acceptably low RTP/UDP/IP frame error rate without exceeding a maximum overall delay allowed when attempting to convey an RTP/UDP/IP frame over the air interface.

2.4
An RLC window size is established by explicit control plane signalling taking into account the ratio of RLC data blocks to RTP/UDP/IP frames (X). This window size could, for example, be set to 8X which means RLC data blocks carrying RTP/UDP/IP payload as old as 160ms will be considered as valid.
2.5
As time progresses the radio conditions can improve so that the payload bearing capacity of each RLC data block doubles (e.g. MCS-4). At this point the number of RLC data blocks required to transmit each RTP/UDP/IP frame has been cut in half and the net result is that the initially established window size now allows RLC data blocks carrying RTP/UDP/IP payload as old as 320ms will be considered as valid.

2.6
The problem with this fixed RLC window size approach is therefore that the dynamic nature or the radio conditions for which a TBF operates can result in significant variations in the amount of time RLC uses to convey RTP/UDP/IP payload across the air interface. This is not acceptable for low delay services such as VoIP where the value of the Transfer Delay attribute corresponding to that TBF (e.g. 300ms) may be exceeded if RLC is strictly relies on window size constraints to determine the validity of buffered RLC data blocks. Of course radio conditions could improve beyond the MCS-4 considered here such that buffered RLC data blocks even older 320ms will be considered as valid.
2.7
A similar problem associated with the fixed RLC window size approach exists at the RLC receiver endpoint where missing RLC data blocks may still be expected even though they have been missing for a period of time that exceeds the Transfer Delay attribute corresponding to that TBF.

2.8
The reverse problem can occur if the MCS coding scheme used at TBF establishment time is quite high (e.g. MCS-4) and for example results in an average number of Y RLC data blocks required to transmit each RTP/UDP/IP frame over the air interface once header compression is fully applied. The corresponding window size could, for example, be set to 8Y which means that buffered RLC data blocks as old as 160ms will be considered as valid.

2.9
As time progresses the radio conditions can deteriorate so that the payload bearing capacity of each RLC data block is cut in half (e.g. MCS-1). At this point the number of RLC data blocks required to transmit each RTP/UDP/IP frame is doubled and the net result is that the initially established window size now allows RLC data blocks no older than 80ms to be considered as valid.

2.10
Again the problem with this fixed RLC window size approach is therefore that the dynamic nature or the radio conditions for which a TBF operates can result in significant variations in the amount of time RLC uses to convey RTP/UDP/IP payload across the air interface. In this latter case where radio conditions deteriorate the amount of time for which buffered or missing RLC data blocks are considered as valid may be excessively small such that fewer retransmissions can occur at RLC and the RTP/UDP/IP frame error rate can therefore become too high.

3. Example of Problem 2
At a given point in time a bi-directional TBF is established to support a VoIP service: 

3.1
The MCS scheme, number of speech frames per carried within each RTP/UDP/IP frame, the header compression used and the same initial window size MCS-1 as described for problem 1 in 2.1, 2.2, 2.3 and 2.4 above are assumed.

3.2
Regardless of how radio conditions may vary throughout the course of the TBF there may be temporary stoppages in the flow of RTP/UDP/IP payload (e.g. a user simply stops speaking). When this occurs there may still be some level supervisory frames or keep alive frames generated by the application endpoint at which the user has stopped speaking. However, even though this will result in some number of RLC data blocks needing transmission (and potentially retransmission) the overall rate at which RLC data blocks are transmitted can be significantly reduced for some period of time.

3.3
The problem with this fixed RLC window size approach is therefore that sudden unexpected reductions in the volume of RLC data blocks being transmitted means that currently buffered RLC data blocks containing RTP/UDP/IP payload will be considered as valid for longer periods of time as the rate at which their block sequence numbers approach the lower edge of the transmit window is slowed down due to lack of additional RLC data blocks. This is not acceptable for low delay services such as VoIP where the value of the Transfer Delay attribute corresponding to that TBF (e.g. 300ms) may be exceeded if RLC is strictly relies on window size constraints to determine the validity of buffered RLC data blocks.

3.4
The reverse problem can occur at the RLC receiver endpoint where missing RLC data blocks will continue to be considered as valid (i.e. still expected) for longer periods of time as the rate at which their block sequence numbers approach the lower edge of the receive window is slowed down due to lack of additional RLC data blocks. Again, this is not acceptable for low delay services such as VoIP where the value of the Transfer Delay attribute corresponding to that TBF (e.g. 300ms) may be exceeded if RLC is strictly relies on window size constraints to determine the validity of missing RLC data blocks.

4. Example of Problem 3
At a given point in time a bi-directional TBF is established to support a VoIP service: 

4.1
The MCS scheme, number of speech frames per carried within each RTP/UDP/IP frame, the header compression used and the same initial window size MCS-1 as described for problem 1 in 2.1, 2.2, 2.3 and 2.4 above are assumed.

4.2
At initial session establishment the compressor efficiency is low as a certain start up time is required before the compressor can enter a state of high efficiency. This may also occur at certain points during a VoIP session where the compressor may have to be reset (e.g. at handover). During these periods of low compression efficiency the number of RLC data blocks required for a single RTP/UDP/IP frame will be high. The net result is that since the initially established window size assumes a high state of compressor efficiency, buffered RLC data blocks may quickly go beyond the lower edge of the transmit window and therefore appear to be too old when in reality they may be well within the buffer time allowed by the Transfer Delay attribute corresponding to that TBF.

4.3
The reverse problem can occur at the RLC receiver endpoint where missing RLC data blocks may quickly go beyond the lower edge of the receive window and therefore appear to be too old when in reality they may be well within the validity time (i.e. still expected) of a missing RLC data block allowed by the Transfer Delay attribute corresponding to that TBF. 

5. The Solution
In light of the issues identified above there is a need to allow for a variation of RLC non-persistent mode appropriate for supporting low delay, point-to-point, services that does not rely on the window size associated with an RLC engine to determine the validity of buffered RLC data blocks at the RLC transmitter endpoint or the period of time for which a missing RLC data block is still expected at the RLC receiver endpoint. This new variant of RLC non-persistent mode would instead be based on the following:

· When a TBF is established with the intent of using this new variant of RLC non-persistent mode the MS and BSS will have access to the corresponding Transfer Delay attribute established at PDP Context activation (i.e. as per legacy operation).

· In addition, a new parameter can be included within the system information (e.g. the GPRS Cell Options IE) that indicates what portion of the Transfer Delay attribute value (e.g. 20% to 80%) can be used when attempting to transfer user plane payload over the air interface (i.e. between the MS and the BSS).

· This system information is dynamic and therefore can be optimized to reflect the speed of the fixed network at any point in time.
· A default window size can remain for TBFs that make use of this new variant of RLC non-persistent mode (i.e. there must be some window size defined) but in practice buffered RLC data blocks would never become invalid as a result of exceeding the lower edge of the transmit window and RLC data blocks determined to be missing would never become invalid as a result of exceeding the lower edge of the receive window.

6. Specification Changes 
The required specification changes are seen as being primarily limited to 3GPP TS 44.060 and include the following modifications:

· System information shall be modified to indicate the portion of the Transfer Delay attribute value that may be consumed by RLC while it attempts to transfer user plane payload over the air interface. This new system information will also effectively serve to indicate that the network supports this new variant of RLC non-persistent mode. 

· The MS shall indicate (e.g. via the MS Radio Access Capability IE) that it supports the establishment of TBFs that make use of this new variant of RLC non-persistent mode. 

· TBF establishment messages shall explicitly indicate when this new variant of RLC non-persistent mode is to be used (e.g. the remaining code point for RLC window size can be used for EGPRS TBF allocations).  

· The transmitting RLC endpoint, upon performing the initial transmission of an RLC data block, shall keep it buffered for a maximum period of time (waiting for it to be acknowledged) that reflects the portion of the Transfer Delay attribute value that may be consumed over the air interface. If this time period is exceeded the corresponding RLC data block(s) will be deleted from the transmit buffer and the lower edge of the transmit window shall be updated accordingly.

· The receiving RLC endpoint, upon determining that an RLC data block is missing, shall only continue to expect it for a maximum period of time (waiting for it to be received) that reflects the portion of the Transfer Delay attribute value that may be consumed over the air interface. If this time period is exceeded the corresponding RLC data block(s) will no longer be expected and the lower edge of the receive window shall be updated accordingly.  Note that one or more RLC data blocks may be identified as missing when the RLC receiver endpoint detects a BSN gap (e.g. RLC data blocks with BSN 1 and BSN 3 are received but not BSN 2) or when the RLC/MAC header of an EGPRS RLC/MAC block is correctly received but the corresponding RLC data block(s) is not.
· The existing RLC non-persistent mode for MBMS services (point-to-multipoint) remains unchanged. However, it should be noted its current window based scheme could be modified to instead be Transfer Delay attribute centric in the exact same way as is being proposed for this new variant of RLC non-persistent mode without any loss of functionality or flexibility. 

7. Conclusion
It is proposed that a new variant of RLC non-persistent mode be introduced in 3GPP TS 44.060 to ensure the proper operation of low delay services by avoiding the use of the legacy window size based approach currently defined for RLC non-persistent mode for MBMS services. 
Annex A – QoS IE Extract from 3GPP TS 24.008

10.5.6.5
Quality of service 

The purpose of the quality of service information element is to specify the QoS parameters for a PDP context.

The QoS IE is defined to allow backward compatibility to earlier version of Session Management Protocol.

The quality of service is a type 4 information element with a length of 14 octets. The QoS requested by the MS shall be encoded both in the QoS attributes specified in octets 3-5 and in the QoS attributes specified in octets 6-14.

A QoS IE received without octets 6-14 or without octet 14 shall be accepted by a receiving entity.

NOTE:
This behavior is required for interworking with entities supporting an earlier version of the protocol.

The quality of service information element is coded as shown in figure 10.5.138/3GPP TS 24.008 and table 10.5.156/3GPP TS 24.008.
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Figure 10.5.138/3GPP TS 24.008: Quality of service information element

Table 10.5.156/3GPP TS 24.008: Quality of service information element

Reliability class, octet 3 (see 3GPP TS 23.107)
Bits
3 2 1
In MS to network direction:
0 0 0
Subscribed reliability class
In network to MS direction:
0 0 0
Reserved
In MS to network direction and in network to MS direction:
0 0 1
Acknowledged GTP, LLC, and RLC; Protected data
0 1 0
Unacknowledged GTP; Acknowledged LLC and RLC, Protected data
0 1 1
Unacknowledged GTP and LLC; Acknowledged RLC, Protected data
1 0 0
Unacknowledged GTP, LLC, and RLC, Protected data
1 0 1
Unacknowledged GTP, LLC, and RLC, Unprotected data
1 1 1
Reserved

All other values are interpreted as Unacknowledged GTP and LLC; Acknowledged RLC, Protected data in this version of the protocol.

Delay class, octet 3 (see 3GPP TS 22.060 and 3GPP TS 23.107)
Bits
6 5 4
In MS to network direction:
0 0 0
Subscribed delay class 
In network to MS direction:
0 0 0
Reserved
In MS to network direction and in network to MS direction:
0 0 1
Delay class 1
0 1 0
Delay class 2
0 1 1
Delay class 3
1 0 0
Delay class 4 (best effort)
1 1 1
Reserved

All other values are interpreted as Delay class 4 (best effort) in this version 
of the protocol.

Bit 7 and 8 of octet 3 are spare and shall be coded all 0.

Precedence class, octet 4 (see 3GPP TS 23.107)
Bits
3 2 1
In MS to network direction:
0 0 0
Subscribed precedence
In network to MS direction:
0 0 0
Reserved
In MS to network direction and in network to MS direction:
0 0 1
High priority
0 1 0
Normal priority
0 1 1
Low priority
1 1 1
Reserved

All other values are interpreted as Normal priority in this version of the protocol.

Bit 4 of octet 4 is spare and shall be coded as 0.

Peak throughput, octet 4 (see 3GPP TS 23.107)
Bits
8 7 6 5
In MS to network direction:
0 0 0 0

Subscribed peak throughput
In network to MS direction:
0 0 0 0

Reserved
In MS to network direction and in network to MS direction:
0 0 0 1

Up to 1 000 octet/s
0 0 1 0

Up to 2 000 octet/s
0 0 1 1

Up to 4 000 octet/s
0 1 0 0

Up to 8 000 octet/s
0 1 0 1

Up to 16 000 octet/s
0 1 1 0

Up to 32 000 octet/s
0 1 1 1

Up to 64 000 octet/s
1 0 0 0

Up to 128 000 octet/s
1 0 0 1

Up to 256 000 octet/s
1 1 1 1

Reserved

All other values are interpreted as Up to 1 000 octet/s in this 
version of the protocol.

Mean throughput, octet 5 (see 3GPP TS 23.107)
Bits
5 4 3 2 1


In MS to network direction:
0 0 0 0 0

Subscribed mean throughput
In network to MS direction:
0 0 0 0 0

Reserved
In MS to network direction and in network to MS direction:
0 0 0 0 1

100 octet/h
0 0 0 1 0

200 octet/h
0 0 0 1 1

500 octet/h
0 0 1 0 0

1 000 octet/h
0 0 1 0 1

2 000 octet/h
0 0 1 1 0

5 000 octet/h
0 0 1 1 1

10 000 octet/h
0 1 0 0 0

20 000 octet/h
0 1 0 0 1

50 000 octet/h
0 1 0 1 0

100 000 octet/h
0 1 0 1 1

200 000 octet/h
0 1 1 0 0

500 000 octet/h
0 1 1 0 1

1 000 000 octet/h
0 1 1 1 0

2 000 000 octet/h
0 1 1 1 1

5 000 000 octet/h
1 0 0 0 0

10 000 000 octet/h
1 0 0 0 1

20 000 000 octet/h
1 0 0 1 0

50 000 000 octet/h
1 1 1 1 0

Reserved
1 1 1 1 1

Best effort

The value Best effort indicates that throughput shall be made available to the MS on a per need and availability basis.

All other values are interpreted as Best effort in this 
version of the protocol.

Bits 8 to 6 of octet 5 are spare and shall be coded all 0.

Delivery of erroneous SDUs, octet 6 (see 3GPP TS 23.107)
Bits
3 2 1
In MS to network direction:
0 0 0

Subscribed delivery of erroneous SDUs
In network to MS direction:
0 0 0

Reserved
In MS to network direction and in network to MS direction:
0 0 1

No detect ('-')
0 1 0

Erroneous SDUs are delivered ('yes')
0 1 1

Erroneous SDUs are not delivered ('no')
1 1 1

Reserved

 

The network shall map all other values not explicitly defined onto one of the values defined in this version of the protocol. The network shall return a negotiated value which is explicitly defined in this version of this protocol.

The MS shall consider all other values as reserved.
Delivery order, octet 6 (see 3GPP TS 23.107)
Bits
5 4 3
In MS to network direction:
0 0

Subscribed delivery order
In network to MS direction:
0 0

Reserved
In MS to network direction and in network to MS direction:
0 1

With delivery order ('yes')
1 0

Without delivery order ('no')
1 1

Reserved



Traffic class, octet 6 (see 3GPP TS 23.107)
Bits
8 7 6
In MS to network direction:
0 0 0

Subscribed traffic class
In network to MS direction:
0 0 0

Reserved
In MS to network direction and in network to MS direction:
0 0 1

Conversational class
0 1 0

Streaming class
0 1 1

Interactive class
1 0 0

Background class
1 1 1

Reserved

The network shall map all other values not explicitly defined onto one of the values defined in this version of the protocol. The network shall return a negotiated value which is explicitly defined in this version of this protocol.

The MS shall consider all other values as reserved.
Maximum SDU size, octet 7 (see 3GPP TS 23.107)
In MS to network direction:
0 0 0 0 0 0 0 0

Subscribed maximum SDU size
1 1 1 1 1 1 1 1

Reserved
In network to MS direction:
0 0 0 0 0 0 0 0

Reserved
1 1 1 1 1 1 1 1

Reserved

In MS to network direction and in network to MS direction:

For values in the range 00000001 to 10010110 the Maximum SDU size value is binary coded in 8 bits, using a granularity of 10 octets, giving a range of values from 10 octets to 1500 octets.
Values above 10010110 are as below:
1 0 0 1 0 1 1 1

1502 octets 

1 0 0 1 1 0 0 0

1510 octets 

1 0 0 1 1 0 0 1

1520 octets

The network shall map all other values not explicitly defined onto one of the values defined in this version of the protocol. The network shall return a negotiated value which is explicitly defined in this version of this protocol.

The MS shall consider all other values as reserved.
Maximum bit rate for uplink, octet 8
Bits
8 7 6 5 4 3 2 1
In MS to network direction:
0 0 0 0 0 0 0 0
Subscribed maximum bit rate for uplink
In network to MS direction:
0 0 0 0 0 0 0 0
Reserved
In MS to network direction and in network to MS direction:

0 0 0 0 0 0 0 1 
The maximum bit rate is binary coded in 8 bits, using a granularity of 1 kbps
0 0 1 1 1 1 1 1
giving a range of values from 1 kbps to 63 kbps in 1 kbps increments.

0 1 0 0 0 0 0 0 
The maximum bit rate is 64 kbps + ((the binary coded value in 8 bits –01000000) * 8 kbps)
0 1 1 1 1 1 1 1
giving a range of values from 64 kbps to 568 kbps in 8 kbps increments.

1 0 0 0 0 0 0 0 
The maximum bit rate is 576 kbps + ((the binary coded value in 8 bits –10000000) * 64 kbps)

1 1 1 1 1 1 1 0
giving a range of values from 576 kbps to 8640 kbps in 64 kbps increments.

1 1 1 1 1 1 1 1
0kbps


Maximum bit rate for downlink, octet 9 (see 3GPP TS 23.107)

Coding is identical to that of Maximum bit rate for uplink.

In this version of the protocol, for messages specified in the present document, the sending entity shall not request 0 kbps for both the Maximum bitrate for downlink and the Maximum bitrate for uplink at the same time. Any entity receiving a request for 0 kbps in both the Maximum bitrate for downlink and the Maximum bitrate for uplink shall consider that as a syntactical error (see clause 8).

Residual Bit Error Rate (BER), octet 10 (see 3GPP TS 23.107)
Bits
8 7 6 5 
In MS to network direction:
0 0 0 0

Subscribed residual BER
In network to MS direction:
0 0 0 0

Reserved
In MS to network direction and in network to MS direction:
The Residual BER value consists of 4 bits. The range is from 5*10-2 to 6*10-8. 
0 0 0 1

5*10-2 
0 0 1 0

1*10-2 
0 0 1 1

5*10-3
0 1 0 0

4*10-3 
0 1 0 1

1*10-3 
0 1 1 0

1*10-4 
0 1 1 1

1*10-5 
1 0 0 0

1*10-6 
1 0 0 1

6*10-8 
1 1 1 1

Reserved

The network shall map all other values not explicitly defined onto one of the values defined in this version of the protocol. The network shall return a negotiated value which is explicitly defined in this version of the protocol.

The MS shall consider all other values as reserved.

SDU error ratio, octet 10 (see 3GPP TS 23.107)
Bits
4 3 2 1
In MS to network direction:
0 0 0 0

Subscribed SDU error ratio
In network to MS direction:
0 0 0 0

Reserved
In MS to network direction and in network to MS direction:
The SDU error ratio value consists of 4 bits. The range is is from 1*10-1 to 1*10-6. 
0 0 0 1

1*10-2 
0 0 1 0

7*10-3
0 0 1 1

1*10-3 
0 1 0 0

1*10-4 
0 1 0 1

1*10-5 
0 1 1 0

1*10-6 
0 1 1 1

1*10-1
1 1 1 1

Reserved

The network shall map all other values not explicitly defined onto one of the values defined in this version of the protocol. The network shall return a negotiated value which is explicitly defined in this version of the protocol.

The MS shall consider all other values as reserved.

Traffic handling priority, octet 11 (see 3GPP TS 23.107)
Bits
2 1
In MS to network direction:
0 0

Subscribed traffic handling priority
In network to MS direction:
0 0

Reserved
In MS to network direction and in network to MS direction:
0 1

Priority level 1
1 0

Priority level 2
1 1

Priority level 3

The Traffic handling priority value is ignored if the Traffic Class is Conversation class, Streaming class or Background class.
Transfer delay, octet 11 (See 3GPP TS 23.107)
Bits

8 7 6 5 4 3

In MS to network direction:
0 0 0 0 0 0

Subscribed transfer delay
In network to MS direction:
0 0 0 0 0 0

Reserved
In MS to network direction and in network to MS direction:

0 0 0 0 0 1 
The Transfer delay is binary coded in 6 bits, using a granularity of 10 ms

0 0 1 1 1 1
 
giving a range of values from 10 ms to 150 ms in 10 ms increments


0 1 0 0 0 0 
The transfer delay is 200 ms + ((the binary coded value in 6 bits – 010000) * 50 ms)

0 1 1 1 1 1
 
giving a range of values from 200 ms to 950 ms in 50ms increments

1 0 0 0 0 0 
The transfer delay is 1000 ms + ((the binary coded value in 6 bits – 100000) * 100 ms)

1 1 1 1 1 0
 
giving a range of values from 1000 ms to 4000 ms in 100ms increments

1 1 1 1 1 1
 
Reserved

The Transfer delay value is ignored if the Traffic Class is Interactive class or Background class.
Guaranteed bit rate for uplink, octet 12 (See 3GPP TS 23.107)

Coding is identical to that of Maximum bit rate for uplink.

The Guaranteed bit rate for uplink value is ignored if the Traffic Class is Interactive class or Background class, or Maximum bit rate for uplink is set to 0 kbps.
Guaranteed bit rate for downlink, octet 13(See 3GPP TS 23.107)

Coding is identical to that of Maximum bit rate for uplink.

The Guaranteed bit rate for downlink value is ignored if the Traffic Class is Interactive class or Background class, or Maximum bit rate for downlink is set to 0 kbps.
Source Statistics Descriptor, octet 14 (see 3GPP TS 23.107)
Bits
4 3 2 1
In MS to network direction

0 0 0 0 
unknown
0 0 0 1

speech

The network shall consider all other values as unknown.

In network to MS direction

Bits 4 to 1 of octet 14 are spare and shall be coded all 0.
Bits 8 to 5 of octet 14 are spare and shall be coded all 0.
Annex B – Extract from 3GPP TS 23.107

Transfer delay (ms)

Definition: Indicates maximum delay for 95th percentile of the distribution of delay for all delivered SDUs during the lifetime of a bearer service, where delay for an SDU is defined as the time from a request to transfer an SDU at one SAP to its delivery at the other SAP.

[Purpose:
relates to the delay tolerated by the application. In conjunction with the SDU error ratio attribute, care needs to be taken in deriving the value for the 95th percentile when an application desires, for example, that 99.9% of all transmitted packets are delivered within a certain time. This attribute allows RAN to set transport formats and ARQ parameters.]

NOTE 3:
Transfer delay of an arbitrary SDU is not meaningful for a bursty source, since the last SDUs of a burst may have long delay due to queuing, whereas the meaningful response delay perceived by the user is the delay of the first SDU of the burst.
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