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GERAN Evolution – Web Service Gains Using Reduced TTI and Ack/Nack Enhancements 
1 Introduction

There have been some discussions if there are any real gains of having lower TTIs. This document aims to analyze the potential gains for a web browsing service when a lower latency is applicable. Lower latency is derived from using a shorter TTI as well as enhanced Ack/Nack. It should be noted that the latency gains are mainly from a shorter TTI, whereas enhanced Ack/Nack contributes in only a minor way to the potential latency gains. This is however not further elaborated in this document.
2 Web-browsing

2.1 Introduction
In ref [1] it is shown that with HTTP/1.1 with support for pipelining the latency part of a web download is considered minor. This is true for (very) large web pages without caching and with ideal implementation of pipelining in browser and server. It should be noted that the effect on download times from TCP slow-start is not considered in ref [1]. When it comes to HTTP/1.1 without support for pipelining, latency has still a major impact on end-user performance, since each object is loaded in sequence with a round-trip between request and response. 

As of today the support for HTTP/1.1 in servers and browsers is extensive but the support for HTTP/1.1 with pipelining is very minor, where for example Microsoft Internet Explorer does not support pipelining. In ref [2] it is shown that a significant improvement is achieved with HTTP/1.1 without pipelining when latency is reduced. This document can be seen as an extension to ref [2].
A typical case for web downloads is the use of cached pages. Caching is typically a default setting in any web browser, and obviously gives end-user performance gains as well as network capacity gains when used. When downloading a cached web page, latency is the major factor for determining the end-user performance. This is because a round-trip is used for every object to determine whether the object has been updated compared with the cached version. The round-trip in the successful cached case is typically built up of a 400 bytes uplink request and a 200 bytes downlink response.
Furthermore, in case of full support for HTTP/1.1 with ideal implementation of pipelining a TCP slow-start is still applicable to each TCP connection. During TCP slow-start, latency is the major factor for determining when full modem speed can be reached.

In addition, the possibility to utilize the full modem speed when using TCP/IP is determined by the Bandwidth Delay Product (BDP). The BDP is built up of round-trip time and modem speed.

Any gains in end-user performance in a packet data network can be regarded as a capacity gains. If each session is completed in a shorter time, then more users can perform the sessions on the same resources. 

The following topics are thus further discussed in this document:

1. latency impacts on non-cached web pages over HTTP/1.1

2. latency impacts on cached web pages over HTTP/1.1

3. latency impacts in regards to Bandwidth Delay Product
2.2 Non-cached web pages over HTTP/1.1

2.2.1 Non-cached web pages over HTTP/1.1 without pipelining

End-user performance gains from a shorter latency regarding web downloads using HTTP/1.1 without pipelining has already been analyzed in ref [2]. Significant gains are achievable by reducing latency for this service.
2.2.2 Non-cached web pages over HTTP/1.1 with pipelining

2.2.2.1 Introduction
When HTTP/1.1 with ideal implementation of pipelining is used, then a web download is similar to an FTP download, as already concluded in ref [1]. As for any TCP/IP based application the TCP slow-start mechanism is applicable in the beginning of the download. The latency in the network then determines when in time full modem speed can be reached for the remainder of the download. Also, in case of packet loss greater than 0% in the end-to-end system, then TCP slow-start and/or TCP congestion avoidance is applicable, which again is dependent on latency in the network.
2.2.2.2 Latency impact on TCP slow-start
In this section the impact from latency on web download times is analyzed, with special regards to the TCP slow-start. The TCP slow-start could be described as having an initial send window or congestion window (Cwin) which then doubles for every round-trip. The Cwin determines how many packets that can be outstanding before an acknowledgement is received. In this analysis the TCP slow-start ends when full modem speed has been reached (determined by the Bandwidth Delay Product), thus any impact from non-optimal Slow-start Threshold (ssthresh) or TCP receive window size is not considered. This model is described in table 1.

Table 1: TCP send window (Cwin) as a function of round-trips
	Cwin (Packets)
	Number of round-trips

	2
	0

	4
	1

	8
	2

	16
	3

	32
	4

	64
	5

	128
	6

	256
	7


At a certain point, determined by the Bandwidth Delay Product (BDP), full modem speed is reached. This point is determined by the number of round-trips needed to fill the link. How long time this takes is determined by the round-trip time in the network. The TCP slow-start’s affect on throughput and download times can be seen in figure 1 for different round-trip times.

The assumptions in table 2 are used in the analysis in this section.
Table 2: Assumptions for the analysis in this section

	Number of EGPRS timeslots
	10 (for example 5 on each carrier, using 2 carriers)

	MCS
	MCS-9

	Application throughput
	70kbytes/s

	RTT 80ms
	10ms TTI

	RTT 150ms
	Legacy 20ms TTI (R4 state-of-the-art)

	RTT 210ms
	Legacy 20ms TTI (R4)

	RTT 500ms
	Legacy 20ms TTI (R99)

	Re-transmission time
	10ms TTI and enhanced Ack/Nack: 70ms

20ms TTI: 140ms

	Number of re-transmissions
	1 in the downlink per TCP/IP packet, corresponding to ~ 10% BLER on MCS-9

	MTU size
	1500 bytes

	Number of round-trips before download starts
	3 (DNS lookup, TCP connection setup and HTTP/Get)

	RTT mode
	Active RTT (TBF setup procedures not included).

	Initial Cwin
	2


Note that the round-trip time is denoted with the time during ideal radio conditions, for example RTT-80. However, in the analysis one re-transmission is included in the actual round-trip time. The re-transmission time added is shown in table 2.
As can be seen in figure 1, the shorter the round-trip time the smaller is the negative affect on throughput from the TCP slow-start. Also, the shorter the round-trip time the quicker will the actual download start.

[image: image1.emf]0

10000

20000

30000

40000

50000

60000

70000

80000

90000

100000

110000

120000

130000

140000

150000

160000

170000

180000

190000

200000

210000

220000

230000

240000

250000

260000

270000

280000

290000

300000

01002003004005006007008009001000110012001300140015001600170018001900200021002200230024002500260027002800290030003100320033003400350036003700380039004000410042004300440045004600470048004900500051005200530054005500560057005800590060006100620063006400650066006700680069007000710072007300740075007600770078007900800081008200830084008500

time [ms]

Accumulated Bytes

RTT-80 (150) RTT-150 (290) RTT-210 (350) RTT-500 (640)



Figure 1: Web page download times considering TCP slow-start
In table 3, the download time of a web page of a certain size is summarized, depending on the round-trip time.

Table 3: Web page download times (in milliseconds) considering TCP slow-start

	
	Web page download time (ms)

	Web page size 

(kilobytes)
	RTT-80
	RTT-150
	RTT-210
	RTT-500

	3
	493
	913
	1093
	1963

	9
	686
	1246
	1486
	2646

	21
	921
	1621
	1921
	3371

	45
	1264
	2083
	2443
	4183

	91
	1921
	2740
	3107
	5137

	137
	2578
	3397
	3765
	5795


In figure 2, the relative gain (in percentage, with RTT-210 as the base) from a shorter latency (RTT-80 and RTT-150 cases respectively) is shown, versus the 210ms round-trip time case. 
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Figure 2: Web download relative gains (in percentage) vs. 210ms RTT
In figure 3, the relative gain (in percentage, with RTT-150 as the base) from the 80ms round-trip time case is shown, versus the 150ms round-trip time case.
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Figure 3: Web download relative gains (in percentage) vs. 150ms RTT

In figure 4, the relative gain (in milliseconds) from shorter latency (RTT-80, RTT-150 and RTT-500 cases respectively, with RTT-210 as the base) is shown, versus the 210ms round-trip time case.

[image: image4.emf]-2600

-2400

-2200

-2000

-1800

-1600

-1400

-1200

-1000

-800

-600

-400

-200

0

200

400

600

800

1000

1200

1400

3 9 21 45 91 137

Page size [kB]

Relative gain [ms]

RTT-80 RTT-150 RTT-500


Figure 4: Web download relative gains (in milliseconds) vs. 210ms RTT
In figure 5, the relative gain (in milliseconds) from shorter latency (RTT-80, RTT-210 and RTT-500 cases respectively, with RTT-150 as the base) is shown, versus the 150ms round-trip time case.
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Figure 5: Web download relative gains (in milliseconds) vs. 150ms RTT

The web download gain from a shorter latency is thus a result from a quicker start of the actual download as well as a quicker TCP slow-start. The gain from a quicker TCP slow-start can be calculated by comparing the download time of a 3kbyte page with a 137kbyte page. 
The following relative gains are then achieved for the two mechanisms when comparing RTT-80 and RTT-150 (numbers from table 3).

Relative gain from quicker start of actual download: 913-493 = 420ms.

Relative gain from quicker TCP slow-start: 3397-2578-420 = 399ms.
2.2.2.3 Test bed measurements
To verify the analysis in the previous section, a test bed was used to control bandwidth and round-trip delay over a LAN connection. The test bed was used to download files of certain sizes using FTP. The same bandwidth and latency assumptions as shown in table 2 are used. The results from these tests are used to justify the analysis in section 2.2.2.2, and are not used for any specific conclusions, even though the gains from shorter latency is shown to be larger in the test bed than in the analysis in section 2.2.2.2.
The FTP case and the HTTP/1.1 case with pipelining are similar. Also in this FTP case there are three round-trips before download starts, one for opening the FTP data port, one for setting up the TCP connection and one for the FTP Get command.

TCP receive window: 65200 bytes
Initial Cwin: 2 packets
FTP application: DOS-FTP in Microsoft Windows 2000
Table 4: Measured TCP send window or congestion window (Cwin) as a function of round-trips

	Cwin (Packets)
	Number of round-trips

	2
	0

	3
	1

	5
	2

	7
	3

	13
	4

	21
	5


In figure 6, the results of download times of different file sizes depending on RTT are summarized.
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Figure 6: FTP download times depending on RTT
In figure 7, the relative gains (in milliseconds) are shown for RTT-80, RTT-150 and RTT-500 vs. the RTT-210 case.
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Figure 7: FTP download relative gains (in milliseconds) vs. 210ms RTT

In figure 8, the relative gains (in milliseconds) are shown for RTT-80, RTT-210 and RTT-500 vs. the RTT-150 case.
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Figure 8: FTP download relative gains (in milliseconds) vs. 150ms RTT

It should be noted that the results for the RTT-500 case is significantly worse than in theory due to that the TCP receive window used (65200 bytes) is not sufficient to comply with the Bandwidth Delay Product of the RTT-500 case. This indicates that a network with a latency of 500ms is not capable of reaching full speed for a dual-carrier EGPRS bearer.
2.3 Cached web pages over HTTP/1.1

2.3.1 Introduction

The use of caching for web browsing is very common. Caching in this context means that when the browser downloads a web page it stores a copy of it for a certain time. When the browser is to download the same web page again it checks the server for any newer version of the objects. In case of no newer version at the server the browser displays the locally stored web page. In case of a newer version this object is again downloaded before display.

The round-trip for checking for newer versions of objects at the server is typically built up of a 400 bytes uplink request and, in case of no newer version, the server returns a 200 bytes response. This is applicable to each object that builds up the web page.
It should be noted that in reality caching is often applicable in combination with downloading new versions of some objects, for example banners.

2.3.2 Cached web pages over HTTP/1.1 with pipelining

When HTTP/1.1 with ideal implementation of pipelining is used, then download times are the same as described in section 2.2.2. Where:

Page size[bytes] = “Number of objects in the web page” * 200.

However, the transfer delay of the uplink requests must be added, since they are of considerable size (400 bytes). Where:
Transfer delay uplink[s] = 400 / ”UL bandwidth[bytes/s]”.
2.3.3 Cached web pages over HTTP/1.1 without pipelining

When HTTP/1.1 without pipelining is used, the relative gain (in milliseconds) is a function of number of objects in the web page. The more objects the larger is the relative gain (in milliseconds) from a shorter latency. It can be noted that www.cnn.com typically consists of 37 objects as a reference.
An example of this is shown in figure 9, 10 and 11, where a small web page of 5 objects (for example www.3gpp.org as of March 3rd 2006) is analyzed. 
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Figure 9: Web page download times using caching of a small web page with 5 objects (for example www.3gpp.org)
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Figure 10: Relative gain (in milliseconds) vs. RTT-210 for downloading a small web page with 5 objects using caching (for example www.3gpp.org)
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Figure 11: Relative gain (in milliseconds) vs. RTT-150 for downloading a small web page with 5 objects using caching (for example www.3gpp.org)

2.4 Bandwidth Delay Product

The Bandwidth Delay Product (BDP) is determining the TCP congestion window size needed to fill the pipe capacity. In other words it determines the congestion window size needed to utilize the full modem speed. BDP is a function of available bandwidth (BW) and the round-trip time (RTT). 
In a mobile network where re-transmissions over the radio interface are assumed for high spectrum efficiency, the RTT used in the BDP calculation should be adjusted considering re-transmissions. This is important to assure that RLC re-transmissions will not lead to under-utilization of the link. Therefore the time to re-transmit one RLC data block has been added in the RTT used in the formula.
BDP is defined as:


BDP (bytes) = BW (kBytes/sec) * RTT (ms)
Where:

BW = 112kbytes/s, referring to a 16 timeslot link using MCS-9

RTT = Transfer_delay + RTT_ideal + Re-transmission_time
Transfer_delay = Packet_size / BW

RTT_ideal = the RTT corresponding to a 32byte Ping under ideal radio conditions.    RTT_ideal is shown on the x-axis in figure 12.

Re-transmission_time = RTT_ideal

Packet_size = 1500

In figure 12, the BDP is calculated for a 16 timeslot link using MCS-9 (which means 112kbytes/s on TCP level), assuming one re-transmission of an RLC block in one direction included in the round-trip. The current maximum limit of 64kbytes TCP window size in Microsoft Windows is included for comparison. Since an RTT of 150ms is achievable in a legacy EGPRS network with a TTI of 20ms, there is no need to reduce latency to comply with BDP for a dual-carrier 8-PSK bandwidth link.
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Figure 12: Bandwidth Delay Product (BDP) as a function of RTT for a 16 TS EGPRS link using MCS-9 (112kbytes/s).

3 Conclusions
The results in this document show that a web service will get significant gains from a reduced TTI. This is especially true when considering the web access time and TCP slow-start mechanism, which are applicable to all types of web services (caching, non-caching, HTTP/1.0, HTTP/1.1 without pipelining and HTTP/1.1 with pipelining). HTTP/1.1 without pipelining is by far the most used web access type on internet today, and in the reasonably foreseeable future.
The results in ref [2] show significant gains for HTTP/1.1 without ideal implementation of pipelining. Using HTTP/1.1 with ideal implementation of pipelining, the download time for a 45kbyte web page decreases from 2.4 to 1.3 seconds by decreasing RTT from 210ms to 80ms.  For a realistic range of web page sizes, the relative gain is 30 to 55%. In a test bed the gains are shown to be even higher. The analysis of the web services are made for a realistic dual-carrier 8-PSK reservation with 5 timeslots on each carrier, which results in 70kbytes/s application throughput.
The gains from using caching of web pages are more intuitive. The gains are even larger than in the non-cached case when HTTP/1.1 without pipelining is used. The gain in time is a function of the number of objects in the web page. As an example, the download time of a small cached web page of 5 objects (for example the web page at www.3gpp.org) decreases from 2.1 to 0.9 seconds by decreasing the RTT from 210ms to 80ms. 
The same example on HTTP/1.1 with ideal implementation of pipelining would decrease the download time from 1.1 to 0.5 seconds. This is determined by comparing downloading times of a 3kbyte non-cached web page using HTTP/1.1 with pipelining as described in section 2.2.2. There will be even larger gains when considering a large web page with many objects, since then the TCP slow-start is applicable also for the cached case.
The Bandwidth Delay Product (BDP) was analyzed to verify whether full modem speed can be reached for a TCP/IP based service using a full dual-carrier 8-PSK reservation. The results show that the current maximum TCP receive window in Microsoft Windows is sufficient for a full dual-carrier reservation when the RTT is shorter than 280ms. This concludes that there is no need to reduce latency in GERAN to comply with BDP for a full dual-carrier 8-PSK reservation as long as the delay from Gb to server and back to Gb is lower than 130ms. Such a delay of 130ms could be a challenge considering a potentially long distance and many hops from the mobile network to the server and back. Even though the BDP is possible to comply to, the time to reach full modem speed is directly dependent on the latency in the network.
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Appendix A: Assumed Node and Interface Delays

The following delay values are used to build up the round-trip times used in the analysis in this document.

Table 5: Node and Interface delays for 10ms TTI case (RTT-80)

	Case
	MS delay
	Um slot waiting time
	Um
	Abis
	BSS buffers
	Core Network 
(Gb<->Gi)
	MS reaction time
	Sum

	
	UL
	DL
	DL
	UL
	DL
	UL
	DL
	UL
	DL
	UL
	DL
	UL
	UL+DL
	

	RTT_ideal
	5
	5
	5
	5
	10
	10
	10
	10
	10
	0
	5
	5
	0
	80

	Re-transmission time (DL)
	0
	0
	0
	0
	10
	10
	10
	10
	10
	0
	0
	0
	20
	70

	
	
	
	
	
	
	
	
	
	
	
	
	
	Total:
	150


Table 6: Node and Interface delays for 20ms TTI case (RTT-150)

	Case
	MS delay
	Um slot waiting time
	Um
	Abis
	BSS buffers
	Core Network 
(Gb<->Gi)
	MS reaction time
	Sum

	
	UL
	DL
	DL
	UL
	DL
	UL
	DL
	UL
	DL
	UL
	DL
	UL
	UL+DL
	

	RTT_ideal
	10
	10
	10
	10
	20
	20
	20
	20
	20
	0
	5
	5
	0
	150

	Re-transmission time (DL)
	0
	0
	0
	0
	20
	20
	20
	20
	20
	0
	0
	0
	40
	140

	
	
	
	
	
	
	
	
	
	
	
	
	
	Total:
	290


The RTT-210 and RTT-500 are not specified in detail.
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